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Abstract

We develop monthly refugee flow forecasting models for 150 origin countries to
the EU27, using machine learning and high-dimensional data, including digital trace
data from Google Trends. Comparing different models and forecasting horizons and
validating them out-of-sample, we find that an ensemble forecast combining Ran-
dom Forest and Extreme Gradient Boosting algorithms consistently outperforms
for forecast horizons between 3 to 12 months. For large refugee flow corridors, this
holds in a parsimonious model exclusively based on Google Trends variables, which
has the advantage of close-to-real-time availability. We provide practical recom-
mendations about how our approach can enable ahead-of-period refugee forecasting

applications.
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1 Introduction

In 2013-2015, the European Union experienced a substantial increase in refugee flows,
with more than 1.2 million asylum applications registered at its peak in 2015 alone.E] The
experience of 2015 has triggered widespread political debate and stressed the importance
of preparedness for governments and humanitarian organizations to ensure safe conditions
for asylum seekers and refugees en route and upon arrival. That increased political at-
tention, combined with improved data availability and methodological and technological
advances over the past decade, has moved the objective of migration forecasting to the
center of scientific attention across different disciplines. Forecasting refugee flows is es-
pecially challenging due to the particular circumstances of forced migration, such as the
lack of media reporting or data collection in conflict areas, making it particularly difficult
to obtain early signals about international population movements. Additionally, violent
conflict, natural disasters, or economic crises tend to occur unexpectedly and infrequently,

which further complicates prediction (Disney et al., 2015]).

In this context, |Bohme et al.| (2020) have demonstrated that migration-related Google
Trends Indices (GTI) recorded in migrant origin countries hold additional in-sample pre-
dictive power over classical predictors when explaining bilateral migration flows to the
OECD in a yearly gravity-type regression framework | Building on that proof-of-concept
paper, we create a realistic policy prediction framework (Kleinberg et al., [2015) — simu-
lating the information set available to the analyst including Google Trends — and assess
the out-of-sample performance of different forecasting model specifications using bilateral
high-frequency flows of asylum seekers to the European Union. Google Trends allows
studying keyword-specific search behavior at an aggregate, anonymous level to follow
trends by country over time. The platform enables us to track the search interest in
certain keywords such as “passport” or specific (destination) country names in migrant
countries of origin over time, thus learning about interest in migration in general, and

certain bilateral corridors in particular.

!That peak constituted an increase of nearly 130% compared to the previous year alone. Recent
figures show that asylum registrations have once again reached similar levels in 2022 (Eurostat, [2022).

2Most people who perform online searches for information, knowingly or unknowingly, use the Google
search engine and their queries are thus captured by Google Trends. Google has a market share of well
over 95 percent of the search engine market in the vast majority of countries of the world. China is the
major exception with most searches being done on Baidu.



This paper provides three main contributions. First, we construct a data set of asy-
lum seeker registrations by applicant nationality of unprecedented frequency and scope
featuring a real-life practitioner’s information set to forecast asylum seeker arrivals at
destination. To this end, we combine a range of Google Trends time series capturing
internet searches for migration-related keywords at origin with administrative records of
asylum registries at destination as well as hundreds of predictor candidate variables cap-
turing the occurrence of natural disasters and violent conflict at origin and a wide range
of socio-economic, labor and monetary statistics in both origin and destination coun-
tries. The richness of this dataset goes clearly beyond those that are typically used in
the migration literature and allows us to exploit monthly frequency in the panel of bilat-
eral refugee flow corridors | Second, we compare the forecasting performance of different
models and approaches that are common in data science forecasting applications. We test
model performance in a forecasting-at-scale exercise where the models are assessed based
on their average forecasting power over many migration corridors and across a range of
different specifications that involve different compositions of information sets, including
high-frequency Google Trends. In other words, our objective is to identify the best aggre-
gate performing forecasting model specification, composed of a particular combination of
available predictor candidates, including Google Trends. This is inherently different from
existing work, which has focused on assessing corridor-specific customized forecasting ap-
proaches using a single algorithm (Carammia et al., [2022)). Our approach allows us to
analyze model performance differences at the corridor- as well as at the aggregate level.
Third, we provide novel insights into the forecasting power of Google Trends data by sys-
tematically comparing forecast performance across specifications with and without these
indices, as well as assessing their performance in specifications using only Google Trends
predictors. Given that Google Trends are available at up to daily frequency and close to
real-time, the latter specification, if well performing, would hold particular attractiveness
for the analyst as it is independent of data publishing lags, which typically restrict the

viability of short-term forecasts decisively.

Our results show that the ensemble forecast composed of the Random Forest (RF) and
Extreme Gradient Boosting (XGBoost) algorithms based on a host of classical push- and
pull-factor in combination with around 200 unique GTI predictors consistently outper-

forms alternative machine learning methods such as Elastic Net and Factor Approaches.

3By corridor we mean a single origin-destination relationship, such as migration from Afghanistan to
Germany.



The ensemble forecasting model also performs better than our evaluation benchmark - the
Random Wallf] - for forecasting horizons of 3, 6, and 12 months forecasts out-of-sample.
We also show that these positive results carry over to a more parsimonious ensemble
forecasting model exclusively based on GTI predictors for the group of large refugee flow
corridors of high policy-relevance. This simplified model is available on a close to real-
time basis, independently of the data availability and publishing lags of classical predictor
variables. The results thus suggest that our approach may be successfully exploited in
refugee forecasting tools to create ahead-of-period predictions for forecasting horizons of

between 3 and 12 months.

2 Literature on Migration Forecasting

The literature on international migration is rich and multi-disciplinary. Here, we briefly
review a selection of the studies most closely related to our research. For an overview
of the models used and common data sources, see Appendix and [A.2] Since refugee
migration flows depend on many social, economic, and political factors, forecasting them
is a highly complex and complicated undertaking. Shock events such as violent conflicts,
economic crises, or policy changes make accurate prediction a difficult task. Furthermore,
forecasts may be subject to large prediction errors because the data quality of migration
and refugee flows is often poor (Disney et al., 2015). A related problem is the absence of
a universal theory to explain the push- and pull factors of migration and refugee flows,
which could provide a guideline regarding the choice of variables to include in such fore-
casting exercise (Bijak et al2019)). For these reasons, the migration forecasting literature
has focused largely on developing early warning systems aimed at i) predicting short-term
fluctuations or ii) on in-sample exercises to gauge the importance of different push- and
pull factors empirically. For example, Napierala et al.| (2021) develop an early warning
model using high-frequency (i.e., weekly and monthly) data of asylum application registra-
tions in several European countries. Their model is inspired by statistical control theory
and generates alerts whenever they detect that a threshold in the number of asylum ap-
plications is passed. Shellman & Stewart| (2007)) build an early warning model predicting
civil violence, poor economic conditions, and foreign interventions, all factors leading to

an increase in forced migration. The model is then applied to the case of Haitian citizens

4The Random Walk prediction is a “naive” forecasting technique in which the forecast for the next
period is equivalent to the value of the dependent variable of the previous period.



fleeing to the US on a weekly basis. While the model performs well in the specific case
under consideration, the paper does not investigate out-of-sample performance in other

corridors.

In a paper closely related to ours, Carammia et al.| (2022) develop an early warning and
forecasting pipeline using data from Google Trends applied to monthly asylum data for EU
destination countries to forecast arrivals. While their research objective and important
data sources coincide with those used in our paper, their approach differs significantly
from ours. Most importantly, the authors assess a corridor-specific forecasting approach
using a single algorithm (here: Elastic Net). They apply a three-step procedure that
involves an early warning step that selects input variables for the forecasting steps. The
latter consists in first estimating an Adaptive Elastic Net on the selected variables and,
second, using standard time-series models to forecast the explanatory variables retained
by the Elastic Net as new data inputs. This is different from our approach which leaves
the predictor selection task fully to the respective forecasting model, thus keeping all
potential information available for prediction ez-ante and reducing uncertainty arising
from introducing additional modeling steps. Consequently, our ambition is to assess the
forecasting performance at scale across many corridors as opposed to creating a corridor-
specific model. In addition, they use Google Trends bundled in “topics”, which are
clusters of keywords. Such clusters leave no control over the choice of keywords and
cannot be combined with destination country names as they are pre-specified by Google.
Using customized keywords allows us to construct migration-related “bilateral” search
terms tailored to the specific origin-destination relation such as “visa Germany”. This
approach yields corridor-time-specific variation in Google Trends, which likely increases
the predictive power of our GTI information set. Lastly, the forecasting performance in
their paper is evaluated against an ARIMA(1,0,1) model in terms of percentage errors for
a narrowly selected time period between 30 April 2017 to 1 September 2019 — a period
which was characterized by stationary asylum lodgings that fluctuated around their mean
values for many migration corridors. However, such stationary models are not appropriate
when modeling trending episodes in the data, which is precisely one of our objectives.
The important spikes in migration flows during the refugee migration episode of the years
2015/2016 are, therefore, left out of their assessment. We take a different approach and
include all data available from our sources and cover the maximum time period available

between January 2008 and April 2021. This implies that we are testing our models on the



challenging task of predicting all large forced migration events during that time period

across all corridors, including the major refugee spells of the years 2015/2016.

3 Data

To test the out-of-sample performance of the previous forecasting models, we rely on a
panel data set of bilateral asylum seeker flows between 150 origin countries to the EU27
destination countries with monthly frequency. We combine this panel with a wide range
of potential predictor variables, composed of almost 200 migration-related Google Trends
variables and “classical” push- and pull-factor predictor variables. Our primary outcome
variable is the monthly number of asylum applicants registered in an EU member state
by country of origin of the applicant as provided by Eurostat. For the collection of Google
Trends data, we follow Bohme et al.| (2020) and use a list of migration-related search terms
that we collect in several languages. In what follows, we describe the data extraction and

construction procedure and provide brief descriptive statistics.

3.1 Asylum Seeker Flows

The composition of the panels we use in the forecasting exercise is dictated by the avail-
ability of the target variable, i.e., asylum seeker flows. The Eurostat database contains
asylum applications from individuals of international origins to the EU27 plus the United
Kingdom and Norway. The first observations date back to January 2008 ] We drop coun-
tries with populations of less than 100,000 from the sample. Moreover, we discard origin

countries without monthly migration flow data.

In particular, the variable we use to capture refugee flows is “asylum applicants”
as registered in a member state by country of origin of the applicant. This variable is
recorded as a continuous count variable, rounded to five. In the Eurostat database an
asylum applicant is defined as a person who has submitted an application for interna-

tional protection or was included in such an application as a family member during the

5Since the refugee data provided by The European Border and Coast Guard Agency (Frontex) aggre-
gates border-crossing flows by routes rather than by destination country, we choose the Eurostat data
source, which enables us to introduce a bilateral dimension of refugee flows from a specific origin to a
specific destination. See, https://frontex.europa.eu/we-know/migratory-map/, accessed February
26, 2023.


https://frontex.europa.eu/we-know/migratory-map/

reference period. By definition, asylum-seeking individuals differ from other types of peo-
ple on the move (who may be engaged in voluntary movement). While they may cross a
border irregularly before submitting their application for international protection, asylum
seeker movement is considered a forced displacement, or involuntary.ﬂ Given the origi-
nal aim of the [TFLOWS) project to assist policymakers and civil society in managing
“mixed migration” flows to the EU, including both irregular migration and refugee flows,
we consider the number of asylum applications the most suitable outcome variable for
this prediction exercise. Also, given the continuous nature of this variable, it is more
challenging to predict, compared to alternative options such as a binary indicator for an

increase or decrease in the number of applicants.

3.2 Languages

To determine the languages for which we want to extract Google Trends data, we proceed
in the following way. First, we collect all country names that were defined as either “ori-

PP AN1S

gin countries,” “transit countries,” “potential additional origin countries,” and “watchlist
origins” within the ITFLOWS project. Second, we cross-reference the languages spoken
in these countries with the languages associated with each country in the database of
Melitz & Toubal (2014). While there are many more languages spoken in these countries,
we focus on languages that are defined as “official languages”. Their definition of “official
languages” requires a language to be the official language as per the CIA World Factbook
in at least two countries. This approach results in the following languages being consid-
ered in this paper: English, French, Arabic, Spanish, Portuguese, Turkish, Farsi, Pashto,

Hausa, and Fulfulde[]

The origin countries are then sorted into the different categories by the languages

6The terms “migrant”, “refugee” and “unrecognized refugee” are understood as follows: In its widest
scope and for some authors, the term “migrant” also includes asylum seekers and refugees. However, we
emphasizes that the two latter categories are regulated by additional instruments and are given specific
guarantees in international and European law. Individuals who have been formally granted refugee status
are understood as “recognized refugees.” Any person (asylum applicant, irregular migrant or not) who
meets the eligibility criteria, but have not applied or applied and have not yet been granted asylum
by a state is understood as a “non-recognized refugee” (to be distinguished from unsuccessful asylum
applicants); and both recognized and unrecognized are refugees.

"We widen the set for Arabic by including also the Algerian, Moroccan, Egyptian, Saudi Arabian, and
Hassaniya versions, as well as the Afghan type of Farsi called Dari. Comparing some results, there were
no substantial gains from tailoring the languages to the specific dialects, which is why we focus simply
using standard Arabic and Farsi in the particular cases mentioned.


https://www.itflows.eu/

spoken in each country. To associate each origin country to one or more languages, we
use the database provided in |Melitz & Toubal (2014). We do not discriminate between
spoken, common, and official languages. If a language is referenced as either of the three,
we associate the origin country with that language. Moreover, those countries that are
not in the Melitz & Toubal (2014) database are added to the English origins list unless
an official language from our set can be identified from other sources, such as the CIA
World Factbook. As shown in Appendix Table [2, the categorisation by language leads to
86 English, 30 French, 27 Arabic, 24 Spanish, 9 Portuguese, 7 Turkish, 6 Farsi, 6 Fulfulde,

2 Hausa, and 2 Pashto origin countries.

3.3 Keywords

The selection of keywords is crucial for our approach, as we need to cover a set of search
terms that refugees will likely look up before (or during) their trip. To cover a broad and
relevant set, the keyword selection strategy rests on two pillars. First, we follow Bohme et
al.| (2020) by extracting several terms related to each of the two base keywords “immigra-
tion” and “economic” through the website Semantic Link. This service checks the English
version of the Wikipedia encyclopedia for the most common co-occurrences between the
given keywords and words that appear at least 1,000 times in the database. By choosing
the initial terms “immigration” and “economic”, we aim to cover two main fields of search
terms related to migration intent. Of the 200 keywords generated in this way, we discard
27 already included in the set of 67 keywords in Bohme et al.| (2020). Then, we manually
exclude 20 terms from the list which are seemingly ambiguous or irrelevant. These are
mostly numbers, names, and acronyms. In total, from this first exercise, we obtain a list
of 153 keywords.

Second, we feed a list of keywords consisting of the 153 terms from the Semantic Link
exercise and the 40 unique keywords remaining from Bohme et al.| (2020)) for a total of 193
keywords into the Google Trends API to fetch the so-called related queries in each of the
86 English-speaking countries of origin. The related queries category outputs the Google
searches similar to the keyword the user provided to the API, which occurs most often
in a given geographic area. For example, queries related to the search term “visa” are
“application”, “authorization”, or “lottery”. By including such related queries, we aim
to complement the Semantic Link list with frequently searched terms related to our two

categories of “immigration” and “economic” conditions. The output from this exercise



is then manually scraped for the most relevant new terms, which yields 37 additional
terms. Manual selection is necessary since many terms are not strictly related to human
migration, such as the word “server migration” which refers to an information technology

process.

Combining the lists obtained from the two exercises and the unique terms in Bohme
et al.| (2020) result in a list of 230 keywords. Since, in many cases, we have singular and
plural forms (e.g., “migrant” and “migrants”) or semantically similar terms (e.g., “appli-
cation” and “applicant”), we combine these terms using the search operator “+”. This
operator ensures that the query delivers all searches for all terms connected by it. For
example, a Google Trends search for “migrant+migrants” will provide data for a combi-
nation of the interest over time in both terms. By combining terms in this fashion, we

obtain a final list of 192 keyword expressions. The full list is reported in Appendix Table[3]

This English list is the starting point for translating all terms into the selected lan-
guages. In the case of the Roman languages in our set, we adapt the translation always
to include male/female adjustments and accented /not-accented versions when applicable.
Again, we add these additional spellings using the “+” operator to keep the different lists

per language of equal lengths and comparable.

3.4 Google Trends Data

An advantage of our Google Trends customized search term approach is that we can
exploit bilateral variation in search intensities in origin countries concerning a specific
destination country. To obtain these, we interact the 192 keywords with each of the EU27
country names (see Appendix Table {4 to obtain bilateral search terms. That yields a
combination of topical keywords related to migration in relation to a specific destination
country, e.g., “visa Germany” or “embassy France”. For each origin country, we add these
5,184 (192x27) bilateral terms to the list of keywords. This list also contains the original
list of 192 topical keywords and the individual EU27 destination country names sepa-

4

rately. Examples are search terms like “visa” or “unemployment” for topical keywords

and “France” for EU27 destination country names. The final list has 5,403 entries and is

the same length for each language considered.

We extract the Google Trends data for each of the terms specified on the final list of

10



keywords through an API provided by Google. We proceed by language groups to account
for the fact that people likely use Google searches in their native language. We collect
this data at a monthly frequency between January 2004 and April 2021, the maximum
time period available at the time of data construction. A noteworthy measurement issue
with Google Trends data is that the API returns zero values when the search volume falls
below an undeclared threshold. The resulting positive values of the index reflect what
Google terms “interest over time” and are calculated as a fraction of searches for the
given term relative to the total number of searches over a month in the same country. In
the second step, the data for the entire period is automatically scaled to values between
0 and 100 such that 100 corresponds to the highest relative search intensity in a month
measured over the entire period f| Table [3]lists all 192 search terms and provides descrip-

tive statistics for each resulting time series.

3.5 Classical Predictors

We also collect a host of monthly economic indicators for each origin country and each
destination country in our sample. These variables correspond to more “classical” pre-
dictors as used in the economics literature on migration and are supposed to capture
various migration push- and pull factors, as listed in Appendix Table [f] and [6] We have
an abundance of variables to choose from in the macroeconomic and agricultural domains,
with over 300 variables collected for each. In addition, we have over 100 variables that
sufficiently cover conflict and disaster data, political variables, labor force data, and short-

term business data.

The first set of “classical” predictors of asylum seeker flows are indicators capturing
socio-economic dimensions on both sides of the migration corridor. For example, macroe-
conomic and financial indicators at the origin country level, such as GDP growth or
Consumer Price Index, provide proxies of the current economic situation during a specific
month of observation and may provide signals on push factors. In contrast, the same
variables at the destination level constitute proxies for the attractiveness of the EU27

country and may thus capture pull factors. For monthly macroeconomic statistics, we

8For example, suppose there are only three months in the sample, and the fractions of searches for
the keyword “visa” relative to the entire search activity in a given country are 0.1, 0.2, and 0.5. Then
100 would be assigned to the third month, 40 to the second, and 20 to the first.

11



combine sources including the Statistical Office of the European Union (Eurostat), the
International Labour Organization (ILO), and the International Monetary Fund (IMF).

An essential push factor is human-caused or natural shocks in the origin country. Ad-
verse environmental shocks and political conflicts may decrease income and cause social
instability. Political events and indicators from the Rulers, Elections, and Irregular Gov-
ernance Dataset (REIGN), political violence indicators from Armed Conflict Location
and Event Data Project (ACLED), and disaster indicators from International Disaster
Database (EM-DAT) are merged into the monthly panel. Event entries are aggregated

into monthly counts.

4 Forecasting Methodology and Performance Com-

parison

Migration data is often marked by changing dynamics and fluctuations in the set of rel-
evant predictors. Rossi (2021) discusses the effect of such instabilities on forecasting
methods and performances and suggests that Big Data approaches may help to improve
forecasts. In particular, she suggests considering three different approaches: First, ag-
gregating, then forecasting as in principal component models. Second, forecasting while
aggregating as in regularization models. Third, forecasting and then aggregating by com-
puting ensemble predictions across different models. Based on these suggestions, we select
a range of empirical models and combinations thereof to forecast migration flows that have
been used in the migration or violent conflict forecasting literature and then rank them
by their forecasting performance. The models we compare are the Elastic Net (Carammia
et al, 2022)), the Random Forest (Mueller & Rauh, 2022), as well as the Extreme Gradi-
ent Boosted Regression Tree and factor models. To assess the forecasting performance of
these approaches, we compare the forecasts to those obtained from our benchmark model,
which is obtained by using the last available data point as the forecast at all horizons.
We refer to this benchmark as the Random Walk (RW) forecast. For a discussion of the

weaknesses of our approach, see Appendix [C]

The model comparison is carried out individually over all possible bilateral relation-
ships of countries of origin and EU27 destinations in our monthly data set. The variable

to be forecast is the number of asylum applications by individuals of nationality from a

12



country of origin o in a country of destination d, which is the best proxy of refugee flows
available to us for the member states of the European Union. The information set used
to make the forecast is denoted by X,; and contains different combinations of migration
push- and pull factors such as, e.g., socio-economic characteristics in origin- and destina-
tion countries, migration-related GTI variables, and the lagged dependent variables. To
compare the performance of different model compositions in terms of the information set,
for each algorithm, we perform three sets of forecasts: first, motivated by the migration
literature in economics using bilateral flow data in a gravity-type regression specification,
we specify the predictors to be only the “classical” push- and pull factors. Second, based
on the first specification, we add our GTI data to the vector of predictors. Third, we
perform the forecast using only GTI variables without any “classical” predictors. The
latter specification is particularly appealing for the analyst as it involves only one data
source (Google Trends) available at up to daily frequency starting in 2004 and with a
maximum publishing lag of 24 hours. That provides obvious advantages for the viability

of conducting forecasts close to real-time.

We conduct a moving-window pseudo-out-of-sample exercise to assess the accuracy
of the out-of-sample forecasts. That is, we use a window of constant size w = 50 to
train each model and predict the number of asylum seekers at different forecast horizons,
namely h = 1,3,6,12 months ahead. The choice of the window size is arbitrary, but
experimenting with different sizes has shown that longer training sets do not necessar-
ily improve performance or change the ranking of models. Importantly, given that the
sample starts in January 2008, this choice implies that all models are asked to forecast
the large migration change in 2015, which is a novelty in the migration prediction lit-
erature. We obtain all forecasts using a direct approach. This requires offsetting the
dependent and independent data by the forecast horizon for training and then feeding
the latest available independent data to the trained model for prediction. Although we
do not use real-time data for training or evaluation, this is a proper out-of-sample fore-
cast. Importantly, we never include lags of the variable asylum seekers as an explanatory
variable, as this may render especially short-term predictions unfeasible due to the publi-
cation lag in migration-related data. Moreover, note that the explanatory data contains
only the lag corresponding to h and no deeper lags that would add potentially useful in-

formation. We check lag-augmentation as a robustness exercise and find limited use for it.
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Motivated by our objective, we select three forecasting models that can deal with
variable selection, which is a crucial criterion given our rich data set. These are the
Elastic Net, the Random Forest, and the Extreme Gradient Boosted Regression Tree
(XGBoost). While the Elastic Net is a linear model, the latter two can accommodate
non-linearities. For performance comparison purposes, we rely on the Theil ratio (7)),
which we compute as the ratio of the root mean squared error (RM SE) statistics of the

candidate model over the Random Walk, as follows:

RMSEx

T=_—""%
RMSEmy

with X representing the respective model under investigation.ﬂ A value larger than 1
thus indicates that, on average over all migration corridors of the selected sample, the
Random Walk outperformed the specific model. A value smaller than 1 implies that
the candidate model outperforms in terms of forecasting performance over the forecasts
using the Random Walk. In what follows, we briefly discuss the forecasting models under

investigation.

4.1 Elastic Net

The Elastic Net (EN) is a linear regression model which allows for parameter shrinkage

according to the following penalized regression:

Ben = argmﬁin ly — XB)* + aA|B] + (1 — a)A|B)?

Parameter regularization is performed against the L' (LASSO) and the L? (Ridge) penal-
ties which ensure model selection through the LASSO part and allow for some control for
multicollinearity through the Ridge part. We set the weight on each of the two to a = 0.5
as in |Carammia et al. (2022)) and select the regularization parameter A as the one yielding
the smallest MSE in training[[|

4.2 Random Forest

The Random Forest (RF) is an ensemble prediction algorithm that relies on decision trees

(Breiman) 2001)). In each decision tree, the algorithm finds the optimal variable to split

9The RMSE is calculated as: \/( ) > i1 (Geje—n — ye)?, with h being the respective forecasting horizon.

1
n
10The errors are assumed to follow a Poisson distribution.
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the input data, thus creating a node. The metric for computing the optimal split for
our regression problem is the MSE. Nodes in the tree are grown using bootstrapped data
sets (“bagging”) obtained from the original inputs. While individual decision trees can be
prone to bias, averaging across many individual trees can produce predictions that are less
driven by idiosyncratic error. Three hyperparameters have to be set to run the analysis.
Firstly, the number of trees, which we set to 10,000 to ensure that the many variables in
our data set are used with high enough frequency in the regression trees. Secondly, the
number of randomly chosen features by each tree m. Reducing the number of features
chosen in each tree reduces both correlation and strength. Strength is defined as the error
rate of each tree. Breiman| (2001)) shows that the forest error rate depends negatively on
the correlation between any two trees and positively on the strength. We follow the rule-
of-thumb recommendation to set m = p/3 where p is the number of variables. Thirdly,
the depth of each tree represents the number of splits of each tree in the forest. We
only require the standard minimum of five terminal nodes but allow the trees to be more

complex at the cost of computational speed.

4.3 Extreme Gradient Boosting Regression Tree

While the RF is an extension of decision trees by bagging, the Extreme Gradient Boosting
Regression Tree (XG) advances the model by boosting it (Friedman, 2001)). Building
upon weak learners (in our case, the decision trees), the model calls the original method
repeatedly, using a different subset of the data each time. By sequentially fitting over
the residuals (MSE) of the previous weak learner, the model finally aggregates the results
of the steps into one strong learner. While the sequential setup increases computational
time, the model’s prediction often has higher accuracy. For extreme gradient boosting,
the first hyperparameter that needs to be set is the number of rounds B the model is run,
which we keep at a high value of 10, 000 to ensure convergence of the loss function at the
risk of potentially overfitting the sample. The second hyperparameter is the learning rate,
n € (0,1), which controls the contribution of each past tree to the current approximation.
By decreasing the learning rate, the model becomes more robust to overfitting but requires
more computation time. We choose a low value of n = 0.3 to counter the overfitting

problem we may obtain from the high number of rounds.
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4.4 Factor Approach

Finally, we use a factor approach to forecast the following model for asylum applicants.

Yirn =+ B fr + €

Kim & Swanson (2018) show that in the context of economic forecasting, such models
can outperform simple benchmarks. [Stock & Watson (2002) show that the factors f;
can be consistently estimated using the Principal Component (PC) estimator. After
extracting PCs from the set of predictors, the model is estimated assuming a Poisson

error distribution.

4.5 Ensemble Forecasts

Ensemble forecasts are constructed by equally weighting the forecast made by each model
in the given combination and summing up. Suppose, for example, the Random Forest pre-
dicts 100 asylum seekers, and the XG Boost method suggests 120 asylum seekers. Given
that there are two models in the combination, the equally weighted ensemble forecast
would be 1/2(RF + XG) = 110. Such ensemble forecasts can sometimes improve upon

single model forecasts (Kim & Swanson|, 2018)).

5 Results

We start the discussion of our forecasting exercise by focusing on the best-performing
model, the ensemble forecasting model composed of the Random Forest and XGBoost al-
gorithms. The main results from the ensemble model are summarized in Figure [1I]Y] The
figures depict the Theil ratio for six subsamples of bilateral corridors of different impor-
tance for refugee flows, ranging from the top 20 most important corridors, in terms of total
asylum seeker numbers over the 2008 to 2020 period, to the top 1000 Corridors.m Each

1VWe report results based on the pure RF and XGBoost models in Appendix Figures |3| and |4} respec-
tively. The general results for all models are reported in Appendix Table

12In the case of the top 20 corridors of asylum seeker flows to the group of EU27 destination countries
this includes (in order of magnitude of total registered asylum cases by nationality of origin over the
period 2008-2020): Syria-Germany [719,650], Afghanistan-Germany [265,215], Iraq-Germany [249,040],
Syria-Sweden [130,265], Serbia-Germany [124,090], Nigeria-Italy [121,255], Venezuela-Spain [110,795],
Albania-Germany [95,040], Iran-Germany [91,430], Syria-Greece [84,330], Pakistan-Italy [78,440], Syria-
Hungary [78,355], Colombia-Spain [75,860], Eritrea-Germany [73,995], Afghanistan-Hungary [73,885],
Russia-Poland [72,990], Afghanistan-Greece [71,680], Afghanistan-Austria [71,420], Afghanistan-Sweden
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panel (a)—(f) reports results from a different subsample. In each panel, the horizontal
axis represents the four forecasting horizons of 1, 3, 6, and 12 months and there are four
lines corresponding to different specifications of the information set used in each forecast
(i.e., no GTI, only GTI, with GTI, and with GTI and lagged dependent variable). The
vertical axis, on the other hand, reflects the Theil ratio of the RF-XG ensemble model
against the benchmark forecast based on the RW.

We start by describing the general findings that emerge from comparing the out-of-
sample forecasting performances across the six subsamples. A recurrent pattern in all
panels is that the shape of the lines is convex with an L-shape, indicating that the perfor-
mance of the RF-XG ensemble model is generally better for longer forecasting horizons.
In particular, performance for the one-month forecasting horizon is relatively poor, as
reflected by the Theil statistics larger than one, especially in panels (a) through (e), in-
dicating that the RW clearly outperforms, on average, in the case of short-term forecasts
in the top 500 group. We believe that this is due to two factors: First, the RW “forecast”
may be relatively more powerful in the very short term in which the temporal proximity
to the last month is small, and hence the number of asylum seekers of the last period may
be a good approximation for that of the current period. Second, the predictive power of
our candidate models hinges on the fact that classical predictors and/or digital trace data
measured at the origin during the previous time period (i.e., last month) are predictive
of registrations of asylum seekers from that origin at the destination. Considering the
top 20 corridors, it may easily take several months for irregular migrants and refugees to
arrive at their desired destination and register for asylum. If this is the case, we expect

our approach to have low predictive power in the very short term.

A second general pattern relates to the relative performance of the four different com-
positions of the information set, depicted by each line. The GTI-only model (blue lines)
generally performs relatively worse than the other specifications. This model shows the
worst performance over all horizons for panels (b) through (e), indicating that, despite its
attractiveness due to the ease of implementation, the GTI-only model is not a silver bullet
for refugee flow forecasting. In other words, classical predictors seem to carry important
signals that cannot be substituted entirely by digital trace data. Furthermore, for the

remaining three models composed of only classical predictors (brown line), classical plus

[69,265], Syria-Austria [68,500].
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18-

@ noGTI ®noGTI
® only GTI ® only GTI
® wi

® vi

ith GTI ith GTI
® uith GTi & lag ® vith GTi & lag

-
w
o
Iy
-
w

Theil Statistic
N N I N
S s @ 5
8 3 g 3
J
Theil Statistic
e . Py N
< b4 = @
m‘ w //
tl’

6
Forecast Horizon Forecast Horizon

(a) Top 20 (b) Top 50

Aggregated Theil statistic using XGBoost & Random Forest for Top 200 corridors
16

Aggregated Theil statistic using XGBoost & Random Forest for Top 100 corridors

® o GTI ® noGTI

® only GTI
® with GTI

@ with GT & lag @ with GTI & lag

Theil Statistic
. ~ .
o IS >
Theil Statistic
I N
g » e
| 1 %/
UD
L 1]
£8
ESS
o0
=]

w
Iy
w

6
Forecast Horizon Forecast Horizon

(c) Top 100 (d) Top 200

Aggregated Theil statistic using XGBoost & Random Forest for Top 1000 corridors

® noGTI ® noGTI
® only GTI ® only GTI
® with GTI ® with GTI
@ with GTI & lag @ with GTI & lag
095
—0
-
i ' 3 6 12

Forecast Horizon

Aggregated Theil statistic using XGBoost & Random Forest for Top 500 corridors

1.00

Theil Statistic

- = e

i N w

) S S
J

Theil Statistic
o e e -
© o o =
3 3 @ =)

-

©
.
~

6
Forecast Horizon

(e) Top 500 (f) Top 1000

Figure 1: Main forecasting results from the ensemble model composed of the Random
Forest and XGBoost algorithms for six subsamples of bilateral corridors of different im-
portance for refugee flows (top 20 — top 1000 corridors in terms of total asylum seeker
numbers over the 2008 to 2020 period) over four forecasting horizons (1, 3, 6, and 12
months) and four specifications of the information set (no GTI, only GTI, with GTI, and
with GTT and lagged dependent variable. The curves in each panel depict the Theil ratio
of the ensemble model against the benchmark forecast based on the RW. Source: Author

calculations.
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GTI (green line), and classical plus GTI and lagged dependent variable (purple line),
the performance differences are often minor, indicating that the GTI variables provide
limited additional predictive power over the (large) set of classical predictors used. Next,

we analyze the relative performance of the RF model in comparison to the RW.

In all subsamples, we observe that the Theil statistic drops below one for any model
including classical predictors at longer horizons, indicating that the ensemble model out-
performs the RW. The precise horizon from which the ensemble model is superior to the
RW in terms of forecasting performance varies between 6 and 1 months horizons for the
top 20 to the top 1000 corridor subsamples, respectively. Interestingly, the magnitude of
performance gains increases from high-importance to low-importance corridors. One of
the reasons behind this pattern is that there tend to be fewer large shocks in refugee flows
in low-importance corridors such that those time series are stationary, which, in turn, can
be forecasted more accurately by the models. It is important to emphasize that the lines
in Figure [1| represent the simple average of Theil statistics for each sample, respectively.
This implies that the results for specific corridors may be significantly better or worse

within the respective subsample.

We now turn to the role of our GTI predictors for the forecasting exercise. Focusing
on the historically largest corridors for asylum seeker flows in absolute numbers in panel
(a), we find that the GTI-only model outperforms the RW at horizons of six months and
above. Further, the GTI-only model also performs equally well at h = 6 and even slightly
better than any other specifications of the information set at h = 12. Since the curves
represent average results across all corridors included in the sample, it is clear that the
GTI-only model performs very well for some of these corridors. Due to the obvious imple-
mentation advantages of a forecasting model based on a single data source, this underlines

the prospects of the GTI approach for selected policy prediction applications.

We now turn to the discussion of the performance of the Elastic Net and Factor ap-
proach using principal components, as reported in Appendix Table [7, which belong to
the group of generalized linear regression models. Such models can extrapolate trends
into the future, making them suitable for migration forecasting as shown, for example,
in Carammia et al.| (2022)) for the case of EN. Given the large number of forecasts across

corridors, horizons, and pseudo-samples we have to carry out, such forecasts must be
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Figure 2: Time series plots comparing recorded asylum seeker flows (truth) to selected
out-of-sample forecasts

20



appropriately automated. We follow their approach by setting the weight on the LASSO
and Ridge component of the Elastic Net equal to a = 0.5. The regularization penalty A is
chosen on a grid of 100 potential values on a log scale where the last value regularizes all
parameters to zero. We select the A\ associated with the smallest in-sample MSE. Regard-
ing the principal components, a crucial choice is the number of principal components to
use for the model. Typically, the variation in large data sets of socio-economic variables
can be described by a small set of principal components that are useful for forecasting
(Stock & Watson) 2002). While statistical criteria are available to determine the (in-
sample) number of principal components to be used (Bai & Ngj 2013)), this would render
the exercise extremely time-consuming. Instead, we use a simple threshold and include

principal components if they explain more than 5% of the dataset’s variation.

These choices for the principal components and elastic net forecasts work well in many
forecasts. However, in some cases, both models can grossly overfit the data or simply fail
due to a lack of variation in the dependent variable. In such cases, the forecast errors can
be nearly infinitely large, which then affects the aggregate error statistics accordingly. We
observe this phenomenon in our results for these models. While some of the overestimates
are obvious and could potentially be corrected by a human forecaster in the loop, this
problem can be critical in the case of full automation of the forecasting process. Since
the error sizes depend on the migration corridor at hand, it is not possible (and not pru-
dent) to introduce arbitrary cutoffs for excluding certain values from the evaluation of the
model. Despite the very poor relative performance across our sample, we emphasize that
on certain migration corridors with good variation in the dependent variable and with
largely stationary behavior, both the Elastic Net and the principal components estimator

yield valuable forecasts.

In addition to the relative performance measures compared to the RW as reflected
by the Theil statistics, we also report absolute forecasts for selected corridors in Figure
2l The three panels report time series plots comparing the recorded asylum seeker flows,
depicted by the blue lines (i.e., ground truth data), to the selected out-of-sample forecasts
for specific forecasting models and horizons, represented by the red lines. The examples
have been selected from the group of top 50 corridors conditional on outperforming the
RW (i.e., from those with a Theil statistic below one)F_SI

13 Among the Top 50 corridors there are a total of 1436 corridor/model/information set/horizon com-
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Panel (a) depicts forecasts based on our best-performing RF-XG ensemble model in
the no-GT1 specification for the corridor from Pakistan to Italy with a 3-month horizon. A
visual inspection shows that the model performs relatively well in this corridor, as reflected
by the high correlation between the blue and the red line. Reassuringly, the model predicts
both pronounced increases and decreases relatively well, for example, the sudden increase
in flows during the 2015/2016 refugee wave. However, the inspection of the ground truth
data around the beginning of the COVID-19 pandemic in early 2020 also shows that
the model performs worse in the face of sudden disruptive shocks. The related shutdowns
during the pandemic led to a general halt of human migration and refugee flows, as can be
seen by the sudden drop in the blue lines across all panels in the first and second quarters
of 2020. This is precisely the period when larger forecasting errors can be observed
and the red line reflects that the model would have clearly overpredicted refugee arrivals
during that period (this applies to all three models depicted). Panel (b) depicts forecasts
using the PC model in the no-GTI specification for the corridor from Sudan to France
with a 3-month horizon. Note that this is an example of the PC model outperforming
the RW in the specific corridor despite an extremely large average Theil statistic in the
top 50 sample. Panel (c) depicts forecasts based on the RF-XG-PC ensemble model in
the only-GTT specification for the corridor from Venezuela to Spain with a three month
horizon. Here, the forecasting errors are generally negative, implying that the model
overpredicts, especially starting in the year 2019. An extreme overprediction occurs during
the pandemic when flows drop to zero and the model continues to overpredict thereafter.
Despite these prediction errors, this example shows that the only-GTI approach can work
relatively well for the top 20 corridors of high policy relevance. Overall the figures provide
evidence of the good absolute forecasting performance of selected models and compositions

of the information set, in the context of specific refugee flow corridors.

6 Towards a Feasible Forecasting Approach for Refugee

Flows

This paper evaluates the practical feasibility of building a refugee flow forecasting model
combining high-dimensional data with machine learning techniques. We implement an

out-of-sample forecasting model as suggested by Bohme et al.| (2020]). We extract migration-

binations where the model outperforms the Random Walk. Among these, 103 come from the Elastic Net,
Factor Models or their ensemble. The examples presented here are chosen purely for illustration.
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related Google Trends time series that can be used as predictors for bilateral refugee flows
and combine them with asylum seeker flows and an extensive range of classical predictor
variables with monthly frequency to construct a high-dimensional data set for perfor-
mance testing. We have built a bilateral refugee panel database capturing flows between
more than 150 origin countries and the group of EU27 destination countries with monthly
frequency. We then evaluate the out-of-sample performance of different statistical models
against a naive forecasting procedure constituted by the Random Walk, which tends to

be “hard to beat” in forecasting exercises.

The results are encouraging in the following sense. Among the machine learning mod-
els we analyze, the ensemble forecast composed of the Random Forest and XGBoost mod-
els shows the best average performance in our context. In particular, we have presented
evidence that this model consistently outperforms the Random Walk for forecasting hori-
zons of 3, 6, and 12 months forecasts out-of-sample, depending on the sample of corridors
analyzed. Our results also show that when comparing the predictive power of the Google
Trends predictors in the same specification to those of hundreds of “classical” predictors
capturing different types of push- and pull factors, performance gains from the GTT pre-
dictors are marginal on aggregate. This underlines that digital trace data is not a silver
bullet for refugee flow forecasting if the forecaster includes a large vector of predictor

candidates proxying for a diverse set of migration push- and pull factors.

Yet, focusing on the subsample of the top-20 corridors in terms of aggregate refugee
flows between 2008 and 2020, we have shown that the positive results carry over to a spec-
ification of the ensemble model exclusively based on GTI predictors. The latter has the
practical benefit of being available on a close to real-time basis, independently of the data
availability and publishing lags of “classical” predictor candidates such as GDP growth
or consumer price indices. In this selected sample of high policy relevance, the GTI-only
specification outperforms all other models on average, including the Random Walk, for
forecasting horizons of 6 and 12 months. This average performance improves further when
focusing on specific corridors within the group of top 20 corridors. Our results imply that
the Google Trends indices we extracted offer positive predictive power for such corridors,
which could potentially be exploited for a refugee forecasting tool customized to selected

corridors of particularly large flows.
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For policy applications, we thus recommend customizing the selection of forecasting
models according to the maximum performance within a specific refugee corridor, follow-
ing our approach. We have provided average results and selected examples that represent
high-performance combinations of the forecasting model, the information set, and the
forecasting horizon. For origin countries with poor push-factor data availability, we sug-
gest including Google Trends data, particularly in cases where the forecast horizon is
longer than three months. In spite of the wide information set used in this exercise, our
findings also reflect the fundamental limitations of the forecasting exercise: anticipating
large and sudden shocks, such as the COVID-19 pandemic, which lead to an unexpected
halt in migration flows, is literally impossible. Our approach is not exempted from that
limitation and the selected examples show this clearly for the forecasts during the year

2020 and beyond.

It is important to note that the performance statistics we present are averaged over
the respective bilateral refugee flow corridors. As discussed, there is heterogeneity in the
models’ predictive performance across corridors. In other words, the models tested work
better for some corridors and worse for others. In other words, for specific corridors,
the single best-performing model may be different than the one suggested by the average
results. This heterogeneity should be made transparent whenever forecasting results are
published or used to inform policymakers and migration management agencies. Another
disclaimer is that this exercise’s only available benchmark for predictive performance is
data from previous years. There is no guarantee that the proposed approach will success-
fully predict future flows. Anyone applying the method should investigate the approach
critically in their specific use case before scaling it up. Yet, overall, our results show that
the approach does help enabling refugee forecasting applications with ahead-of-period

predictions.
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Online Appendix

A Literature
A.1 Trends in Approaches

Traditionally, the most common approach to predicting migration flows has been to apply
time series models (Disney et al., 2015). In the most basic specifications, time series
models predict future migration based only on past migration, using autoregressive mod-
els. For example, |Dustmann et al.| (2003) apply this method to predict immigration to
the United Kingdom and Germany following the EU enlargement in 2004. However, such
simple models disregard factors other than past migration that determine refugee flows.
Thus, they can only provide reliable predictions as long as these factors do not vary, such
that migration flows remain stable over time. Indeed, the migration flows estimated by
Dustmann et al. (2003) and other authors modeling migration after the EU enlargements
in the 2000s (e.g., Alvarez-Plata et al.| (2003); Fertig & Schmidt (2005)) turned out to be
erroneous and lacking power. To remedy this issue at least partly, it is possible to include
additional control variables, such as unemployment rates, into autoregressive distributed
lag models (Bijak et al., [2019).

Gravity-models add an important layer of complexity. They allow for the incirpo-
ration of factors from both the sending and the receiving countries as well as the bilateral
relationship, thus going far beyond time series models, which tend to rely entirely on vari-
ations within one country. Gravity models use differences between countries and variation
over time in these differences to predict future migration. Due to past data limitations,
the popularity of gravity models has been on the rise only recently. For example, Hanson
& Meclntosh| (2016]) estimate the impact of geographical distance, the presence of shared
borders and languages, former colonial ties, and GDP differentials on future immigration
to several European countries. However, their results are only partly plausible because
the model relies on average relationships and is not tailored to a specific origin or desti-
nation country. For Germany, Hanson’s and McIntosh’s model predicts that the stock of
people born in foreign countries will be close to zero in 2020 and turn negative by 2030.
Despite such examples of gravity models giving unrealistic results due to the inability
to sufficiently tailor them to each country, the advantages of gravity models compared
to time series models should not be underestimated. In addition to the characteristics
mentioned above, they also allow modeling future migration flows to one country based

on the experiences of other countries. Hence, scenario modeling becomes possible even
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for cases with a lack of data availability.

A third approach to predict medium-term migration flows is theory-based struc-
tural modeling. These models are primarily used to predict longer-term migration, as
the factors they consider gain relevance only in the long run. |Dao et al.| (2018) develop a
structural migration model in which migration depends on income differentials between
countries. In turn, these income differentials are spurred by differences in education.
Burzynski et al.| (2020) refine this model such that it considers differences in educational
and labor costs, as well as countries’ consumption levels. However, while these theory-
based studies have the potential to model relevant drivers of migration, caution is also
warranted when interpreting these findings. For example, Burzynski et al.| (2020)) forecast
that about a million immigrants from Mexico would be present in Germany by 2020,
which, as Sardoschau| (2020) points out, is a considerable overestimation. Again, this
points out the conflict between a model’s aims (here: understanding long-run forces) and

short- or medium-run predictions.

A.2 Trends in Data Sources

Migration predictions rely predominantly on official data (e.g. immigrant registries) and
if explanatory variables are used, they typically come from national statistics or cross-
national databases such as those of the World Bank.

In recent years, a new source of data has become available and is increasingly used
in migration forecasting: Digital trace data, i.e., the traces individuals leave behind from
online behavior. Examples include internet searches, locations tied to services such as
email accounts, and social media data (see Table [A.2).

The main drawback of such data is that they are not representative of the overall
population as there exists self-selection of users into these specialized services. The gener-
alization of the forecasts depends on who uses a service, e.g., in most countries, Instagram
covers a far lower share of the population above the age of 50 than Facebook, which in turn
is less representative of the population than the users of Google search. Google search,
with a global market share of about 92 percent of all internet user who search online
globally (the outlier being China with only 3 percent, which strongly decreases the global
average), has a particularly broad user base. Yet, not everyone has access to the internet
in the first place, with intersectional difference or disadvantage along lines of race, gen-
der, ethnicity and class, among others. Furthermore, as [Bohme et al.| (2020)) summarize,

searching for something online implies some interest in a topic but not necessarily that
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it will lead to behavior. Our literature survey shows that the majority of studies using
“big data”’-based approaches to predict migration flows use Google Trends and Facebook
Ads Manager (see Table . These studies typically do not forecast future migration,
except in the very short term (“nowcasting”). Mostly, they develop models and test if
they can predict actual migration flows (i.e. the present).

As summarized by Bohme et al.| (2020), a few applications use internet metadata
to approximate migration dynamics and patterns. For example, Zagheni et al.| (2014
predict migration flows with the help of geo-referenced Twitter data while Zagheni &
Weber| (2012) perform the task based on IP addresses.
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Table 3: Descriptive Statistics of Google Trends Data

Search Term Mean(U) Std.Dev.(U) Mean(B) Std.Dev.(B) Share of Share of
Non-zeros Non-zeros
(U) (B)
advisers+advisors 4.62 13.07 0.02 0.91 0.23 0.00
agent 13.88 19.95 0.09 1.78 0.58 0.01
aliens 6.38 13.63 0.02 0.86 0.38 0.00
applicant4applicants{application4apply 19.08 22.72 0.37 3.67 0.70 0.02
appointment 10.99 18.34 0.11 2.07 0.49 0.01
arrival4-arrivals 12.62 18.61 0.09 1.88 0.53 0.00
assimilate+tassimilation 4.42 12.05 0.01 0.59 0.23 0.00
asylum 5.40 12.85 0.05 1.37 0.31 0.00
asylum seeker 0.70 5.16 0.00 0.48 0.04 0.00
austerity 2.83 9.95 0.00 0.32 0.16 0.00
bailout 2.78 9.42 0.01 0.53 0.22 0.00
benefit+benefits 22.60 23.77 0.17 2.47 0.71 0.01
bilateral 7.21 15.37 0.01 0.40 0.37 0.00
biometric 3.94 11.77 0.01 0.77 0.23 0.00
births 5.98 14.70 0.02 0.77 0.29 0.00
border controls+border control 0.71 4.88 0.01 0.67 0.04 0.00
bureau of immigration 0.47 3.88 0.00 0.33 0.04 0.00
business+businesses 19.08 22.30 0.34 3.48 0.68 0.02
card 20.79 22.23 0.37 3.75 0.79 0.02
certificate 15.50 21.59 0.13 2.16 0.63 0.01
check 20.15 22.61 0.23 2.99 0.70 0.01
checkpoint+4checkpoints 3.68 10.86 0.01 0.49 0.23 0.00
citizen 11.48 18.36 0.18 2.66 0.54 0.01
citizenship--citizenships 7.21 14.83 0.19 2.67 0.40 0.01
compensation4compensations 7.97 16.23 0.05 1.42 0.40 0.00
competitiveness 3.43 10.79 0.00 0.35 0.25 0.00
consulate4-consulates 7.09 14.77 0.23 2.86 0.39 0.02
contract4contracts 16.82 20.79 0.11 2.05 0.67 0.01
cooperation 6.81 13.88 0.02 0.93 0.47 0.00
crises4-crisis 9.89 15.79 0.14 2.20 0.57 0.01
curtail 5.49 15.02 0.00 0.44 0.21 0.00
customs 9.91 16.12 0.07 1.60 0.54 0.00
cyclical 5.80 14.12 0.01 0.67 0.28 0.00
decentralization+decentralisation 2.12 8.06 0.00 0.33 0.19 0.00
decreased 5.32 13.62 0.01 0.79 0.24 0.00
deficits 1.59 7.82 0.00 0.31 0.09 0.00
democratization+democratisation 1.04 5.92 0.00 0.17 0.09 0.00
demographic+demography 4.78 11.92 0.03 1.01 0.34 0.00
department 13.54 19.23 0.15 2.30 0.67 0.01
deportation+deportations+deported 3.01 9.93 0.02 0.91 0.17 0.00
deregulation 1.09 6.26 0.00 0.24 0.09 0.00
detain+detained+detention 5.85 13.80 0.02 0.83 0.29 0.00
determinants 5.20 13.05 0.01 0.48 0.31 0.00
devaluation 2.18 8.69 0.00 0.27 0.16 0.00
diaspora 3.91 11.11 0.01 0.49 0.27 0.00
discriminate-4discriminatory 2.41 9.40 0.00 0.40 0.12 0.00
disparities 2.15 9.00 0.00 0.40 0.11 0.00
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Table 3: Descriptive Statistics of Google Trends Data (continued)

Search Term Mean(U) Std.Dev.(U) Mean(B) Std.Dev.(B) Share of Share of
Non-zeros Non-zeros
(U) (B)
diversification 3.55 11.30 0.00 0.44 0.22 0.00
diversity 7.70 15.76 0.04 1.25 0.44 0.00
documents 12.40 19.60 0.10 1.81 0.58 0.01
downturn 3.86 11.91 0.00 0.40 0.19 0.00
dual citizenship 1.82 7.96 0.06 1.40 0.11 0.00
dual nationality 0.72 4.61 0.00 0.15 0.06 0.00
earning-+earnings 8.33 16.01 0.04 1.27 0.40 0.00
economically 4.10 11.48 0.02 0.80 0.28 0.00
economist+economists 5.42 12.98 0.03 0.99 0.33 0.00
economy+economies 12.62 17.91 0.26 3.05 0.67 0.02
elites 3.71 11.35 0.01 0.63 0.21 0.00
embassy+embassies 14.44 18.95 0.59 4.55 0.72 0.05
emigrant+emigrants 2.88 9.55 0.01 0.68 0.18 0.00
emigrate+emigrated 3.88 10.71 0.03 1.03 0.23 0.00
emigration 4.19 11.60 0.05 1.44 0.30 0.00
employer+employers 8.38 16.62 0.05 1.46 0.40 0.00
employment 13.26 18.92 0.12 2.06 0.65 0.01
empowerment 5.76 14.17 0.00 0.30 0.32 0.00
enforcement+enforces 6.31 15.17 0.03 1.05 0.30 0.00
exclusion 4.42 12.32 0.01 0.69 0.26 0.00
exports 5.08 12.76 0.07 1.51 0.36 0.00
extension 12.46 19.01 0.07 1.54 0.57 0.00
foreigner+foreigners 9.87 16.43 0.14 2.22 0.51 0.01
form 22.82 23.94 0.25 3.16 0.74 0.02
GDP 8.40 15.88 0.21 2.72 0.46 0.01
geopolitical 2.36 9.03 0.00 0.41 0.16 0.00
globalisation+globalization 5.52 12.89 0.03 0.99 0.41 0.00
growth 14.13 19.19 0.11 2.01 0.65 0.01
H.R.+HR 13.84 21.51 0.06 1.45 0.55 0.00
hardship+hardships 4.38 12.36 0.02 0.93 0.25 0.00
hiring 9.06 17.54 0.07 1.80 0.41 0.00
homeland 9.04 16.75 0.03 1.06 0.44 0.00
ignoring 5.53 15.00 0.00 0.45 0.22 0.00
illegal4-illegally 6.86 14.83 0.09 1.86 0.38 0.00
immigrant+immigrants 6.17 13.35 0.11 1.98 0.37 0.01
immigrate+immigrated 3.33 9.93 0.06 1.47 0.23 0.00
immigration 9.96 16.25 0.32 3.36 0.62 0.03
incentives 4.10 11.89 0.02 0.76 0.25 0.00
income+incomes 14.11 19.82 0.20 2.74 0.60 0.01
indentured 3.05 10.40 0.01 0.61 0.13 0.00
indicators 6.93 14.16 0.01 0.70 0.46 0.00
individualism 2.82 10.26 0.00 0.42 0.19 0.00
industrialisation+industrialization 2.50 9.14 0.03 1.01 0.19 0.00
industrialised+industrialized 0.99 5.74 0.01 0.64 0.07 0.00
inefficiency 1.27 6.78 0.00 0.20 0.09 0.00
inequalities+inequality 5.56 13.07 0.03 1.04 0.32 0.00
inflation 8.39 15.83 0.06 1.44 0.49 0.00
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Table 3: Descriptive Statistics of Google Trends Data (continued)

Search Term Mean(U) Std.Dev.(U) Mean(B) Std.Dev.(B) Share of Share of
Non-zeros Non-zeros
(U) (B)
influx 4.21 12.64 0.00 0.46 0.19 0.00
instability 4.27 11.93 0.01 0.52 0.25 0.00
insurance 16.10 22.20 0.24 2.94 0.64 0.01
intermarriage 0.40 3.71 0.00 0.17 0.03 0.00
internship+internships 9.91 16.87 0.07 1.61 0.47 0.00
interview 15.53 19.94 0.10 1.88 0.61 0.01
job4jobs 27.88 25.32 0.76 5.11 0.81 0.05
labor+labour+laborers+4labourers 14.84 19.13 0.12 2.11 0.66 0.01
layoff+4layoffs 4.50 12.70 0.01 0.44 0.20 0.00
legalization+legalisation+legalisations+legalizations 2.57 8.57 0.01 0.61 0.18 0.00
liberalization—+liberalisation 2.05 7.72 0.00 0.13 0.17 0.00
lottery 12.15 19.87 0.12 2.17 0.54 0.01
macro+macroeconomic 11.61 19.37 0.03 0.98 0.50 0.00
marriage 18.31 20.50 0.13 2.08 0.71 0.01
migrant4+migrants 4.33 11.25 0.04 1.26 0.30 0.00
migrate 5.48 13.81 0.07 1.63 0.30 0.00
migration 9.20 16.28 0.12 2.12 0.55 0.01
minimum 11.28 18.74 0.21 2.84 0.49 0.01
mismanagement 0.72 5.11 0.00 0.00 0.05 0.00
monetary 7.01 14.24 0.03 0.97 0.46 0.00
monopolies 1.73 8.33 0.00 0.35 0.10 0.00
multicultural4+multiculturalism 2.37 8.67 0.01 0.58 0.16 0.00
nationality4nationalities 10.95 17.70 0.13 2.12 0.52 0.01
nationalization4nationalisation 1.63 7.25 0.00 0.19 0.12 0.00
naturalization+naturalisation+naturalisations+naturalizations 1.93 8.09 0.01 0.59 0.14 0.00
news 27.53 22.11 0.78 5.17 0.85 0.06
passport+passports 15.34 21.65 0.31 3.30 0.56 0.02
payroll4payrolls 9.72 17.60 0.04 1.27 0.43 0.00
pension+pensions 9.14 17.93 0.11 2.01 0.40 0.01
permit 10.78 18.50 0.14 2.36 0.50 0.01
pogroms 1.33 7.59 0.00 0.15 0.06 0.00
policies 8.82 15.77 0.07 1.67 0.52 0.00
policymakers 1.65 7.51 0.01 0.62 0.10 0.00
political asylum 1.08 6.17 0.01 0.68 0.07 0.00
political refugee 0.26 3.36 0.00 0.20 0.01 0.00
populate 3.83 11.75 0.00 0.11 0.21 0.00
privatization4privatisation 2.60 9.25 0.00 0.37 0.22 0.00
productivity 5.99 13.74 0.01 0.65 0.36 0.00
prosperity 6.05 14.39 0.02 0.86 0.29 0.00
quarantine 2.54 10.60 0.08 2.25 0.22 0.00
quota+quotas 8.18 16.29 0.02 0.94 0.39 0.00
recession-recessions 2.80 9.13 0.02 0.88 0.22 0.00
recruitment+recruitments 11.56 17.63 0.06 1.48 0.55 0.00
reforms 4.45 12.26 0.04 1.30 0.27 0.00
refugee+refugees 4.12 10.66 0.05 1.25 0.32 0.00
remuneration4remunerations 6.17 14.45 0.03 1.09 0.32 0.00
renewal 10.94 19.11 0.08 1.77 0.45 0.00
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Table 3: Descriptive Statistics of Google Trends Data (continued)

Search Term Mean(U) Std.Dev.(U) Mean(B) Std.Dev.(B) Share of Share of
Non-zeros Non-zeros
(U) (B)
repatriation 2.36 9.67 0.00 0.43 0.13 0.00
required documents+required document 3.01 11.03 0.03 1.02 0.13 0.00
requirements 16.00 23.03 0.29 3.20 0.54 0.02
resettlement 1.68 7.53 0.00 0.34 0.12 0.00
restrict4restricting 4.21 11.55 0.01 0.71 0.26 0.00
restriction 6.08 14.23 0.03 1.05 0.34 0.00
restrictive 2.34 9.56 0.00 0.29 0.13 0.00
reunification 1.76 7.83 0.01 0.71 0.11 0.00
revitalization4revitalisation 1.44 7.08 0.00 0.31 0.09 0.00
salary+salaries 18.77 21.93 0.45 4.19 0.65 0.02
sanctions 5.60 13.38 0.03 1.01 0.30 0.00
Schengen 6.23 14.27 0.09 1.79 0.35 0.01
sectors 6.04 13.99 0.02 0.98 0.34 0.00
seekers 3.89 11.87 0.01 0.50 0.26 0.00
slump 8.06 15.65 0.02 0.77 0.34 0.00
smuggler+smugglers+smuggling 5.16 12.71 0.01 0.68 0.27 0.00
social security 6.64 14.25 0.05 1.29 0.41 0.00
sponsor 6.16 14.59 0.04 1.30 0.32 0.00
spouses 4.85 12.25 0.01 0.40 0.26 0.00
stabilisation+stabilization 4.88 12.12 0.00 0.36 0.28 0.00
stagnation 2.41 9.24 0.00 0.31 0.13 0.00
stateless 1.54 7.63 0.00 0.33 0.12 0.00
status 17.73 21.55 0.25 2.97 0.66 0.02
stimulus 5.24 13.68 0.01 0.87 0.28 0.00
student visa 4.01 11.95 0.11 2.02 0.22 0.01
sufficiency 3.25 10.78 0.00 0.00 0.18 0.00
tariffs 5.83 13.68 0.01 0.64 0.35 0.00
tax+taxes 14.35 19.58 0.38 3.69 0.62 0.02
test 24.98 23.03 0.29 3.26 0.81 0.02
tightened+tightening 5.42 13.62 0.00 0.41 0.26 0.00
tourist4tourists 8.50 15.37 0.21 2.63 0.48 0.02
trafficked+trafficking 7.26 15.82 0.04 1.31 0.34 0.00
unauthorised+unauthorized 2.76 9.15 0.00 0.35 0.17 0.00
underdeveloped 1.82 8.09 0.00 0.39 0.12 0.00
undocumented 1.06 6.73 0.01 0.56 0.06 0.00
unemployment 7.10 14.01 0.10 1.90 0.48 0.01
union+unions 14.41 20.45 0.23 2.90 0.64 0.01
unskilled 1.46 7.87 0.00 0.32 0.07 0.00
unsustainable 1.45 7.94 0.00 0.00 0.06 0.00
vacancy-+vacancies 11.91 18.84 0.08 1.70 0.53 0.01
viability 4.64 12.40 0.00 0.31 0.27 0.00
visa free 6.30 14.25 0.04 1.24 0.33 0.00
visa+visas 17.95 22.50 0.99 5.93 0.65 0.06
wage-+wages 10.95 17.41 0.24 3.02 0.50 0.01
waiver4waivers 5.09 13.06 0.02 0.90 0.25 0.00
welfare 6.93 15.35 0.04 1.19 0.35 0.00
wellbeing 6.70 14.97 0.01 0.71 0.32 0.00
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Table 3: Descriptive Statistics of Google Trends Data (continued)

Search Term Mean(U) Std.Dev.(U) Mean(B) Std.Dev.(B) Share of Share of
Non-zeros Non-zeros
(U) (B)
woes 1.62 7.85 0.00 0.18 0.10 0.00
work visa 4.67 12.70 0.16 2.45 0.25 0.01
worker 9.64 16.05 0.07 1.57 0.50 0.00
worsening 1.48 8.11 0.00 0.11 0.05 0.00
DESTINATION 7.23 14.27 0.46

Note: Search terms 1 to 192 are migration-related single keywords and keyword combinations. “U” and “B” in brackets indicate “unilateral” and
“bilateral”., respectively. Unilateral indices are the relative search intensities for each migration-related search term, the descriptive statistics are
calculated over all origins and all months for each term. The bilateral index of each term is the search intensity for the query combining the term
and each destination, the descriptive statistics are taken over all origin-destination binaries and all months. Search term 193 is the destination
country name. The search intensities of it reflect migration intentions at the bilateral level, therefore its unilateral descriptive statistic is not
available.  U: unilateral, B: bilateral, S.D.: standard deviation. b Search term 'DESTINATION’ represents the 27 EU destinations country names
used as search terms. © Google Trends data ranges from 0 to 100.

Table 4: List of EU Destination Countries

Country

Austria Ireland
Belgium Italy
Bulgaria Lithuania
Cyprus Luxembourg
Czechia Latvia
Germany Malta
Denmark Netherlands
Estonia Poland

Spain Portugal
Finland Romania
France Sweden
Greece Slovenia
Croatia Slovakia
Hungary

Table 5: Descriptive statistics for selected classical predictor variables, monthly

Variable Count Mean Std.Dev. Min Max
Unemployment rate, % 2941 6.19 2.31 2.10 19.46
‘Working-age population, million 2941 53.48 69.67 0.88 261.34
No. of Natural Disaster Events (destination) 1477 0.10 0.34 0 3
No. of Natural Disaster Events 13094 0.20 0.53 0 9
No. of Technological and Complex Disaster 1477 0.03 0.18 0 3
Events (destination)

No. of Technological and Complex Disaster 13094 0.06 0.28 0 5
Events
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Table 6: Data Collected and Databases

Type of data Frequency Number of Data Data source description
Variables source
Collected
Political violence events and fatalities Fully- 12 ACLED Armed Conflict Location and Event Data
recorded Project
Disaster indicators Fully- 12 EMDAT International Disaster Database
recorded
Leadership characteristics and election Fully- 19 REIGN Rulers, Elections, and Irregular Governance
outcomes recorded Dataset
Election violence outcome indicators Monthly 17 ELVI Election Violence Events Dataset
Asylum and managed migration Monthly 2 eurostat Statistical Office of the European Union
Short-term business statistics Monthly 22 eurostat Statistical Office of the European Union
Agri-environmental indicators Monthly 348 FAO The Food and Agriculture Organization
Labor statistics Monthly 49 ILO International Labour Organization
Consumer prices Monthly 4 ILO International Labour Organization
Macroeconomic and financial indicators Monthly 456 IME International Monetary Fund
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https://acleddata.com/curated-data-files/
https://public.emdat.be/
https://oefdatascience.github.io/REIGN.github.io/menu/reign_current.html
https://oefdatascience.github.io/REIGN.github.io/menu/elvi_current.html
https://ec.europa.eu/eurostat/web/main/data/database
https://ec.europa.eu/eurostat/web/main/data/database
http://www.fao.org/faostat/en/
https://ilostat.ilo.org/data/
https://ilostat.ilo.org/data/
https://www.imf.org/en/Data

C Appendix on Methodology

We now discuss some difficulties with our approach. First, the panel data set we use is
unbalanced. That means substantial numbers of missing observations in the explanatory
variables for some but not all bilateral relationships. Hence, the information set available
for forecasts is not always the same for each bilateral corridor. We do not perform any
interpolation to replace missing values as this may add unnecessary error to the data,
especially in the case of dummy variables or count variables such as disaster and conflict
data. Second, due to the moving-window forecasting approach, some explanatory vari-
ables in the training window may contain missing observations. The R routines we use
to train the models typically do not allow for missing observations. In such cases, the
explanatory variable must be discarded, even if it contains only a single missing observa-
tion. Third, the testing data we use to make forecasts may contain missing explanatory
variables. These are neither forecast outside the model nor interpolated from the preced-
ing data. The affected variables are also discarded from the training set in such cases.
Fourth, the dependent variable for some corridors exhibits very low variation as some
bilateral relationships are not used for international migration at all or to a minimal ex-
tent. That may lead to very low-quality regression results as there is no variation to be
explained. In the baseline case, this issue is ignored. Fifth, the models we use are all
taken “off-the-shelf”, meaning that we do not fine-tune hyperparameters, which can be
detrimental to forecasting performance. On the one hand, we do this for time reasons,
as there are thousands of bilateral relationships. For each of these, we need to calculate
over a hundred forecasts at different forecast horizons and with varying specifications.
On the other hand, experimenting with different tuning strategies has yielded minimal
performance gains at increasing time costs, which do not appear to warrant tuning at each
forecasting point. Finally, the dependent variable in the forecast period may be missing.
This lack of ground truth makes it impossible to compute errors. So, while the forecast
can be recorded, the error cannot be used for forecast performance evaluation. That is a
relatively minor issue due to the overall good coverage of the dependent variable.

For the computation of Theil’s U, it has to be noted that the Random Walk can
make more forecasts than many of our models because, for certain training windows,
the dependent variable may contain only a constant value, usually zero. The Random
Walk prediction will then mechanically be zero again, whereas a proper regression has
no variation to exploit and will not record any forecast. Hence, we restrict the error

computation to those instances where all of the models and the Random Walk have made
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a proper forecast to not distort the evaluation sample in favor of models that forecast

“simpler to forecast” periods.

D Additional Results
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Aggregated Theil statistic using Random Forest for Top 20 corridors Aggregated Theil statistic using Random Forest for Top 50 corridors
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Figure 3: Main forecasting results from the Random Forest model for six subsamples of
bilateral corridors of different importance for refugee flows (top 20 — top 1000 corridors in
terms of total asylum seeker numbers over the 2008 to 2020 period) over four horizons (1,
3, 6, and 12 months) and four specifications of the information set (no GTI, only GTI,
with GTI, and with GTI and lagged dependent variable. The curves in each panel depict
the Theil ratio of the RF model against the benchmark forecast based on the RW. Source:

Author calculations.
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Aggregated Theil statistic using XGBoost for Top 20 corridors Aggregated Theil statistic using XGBoost for Top 50 corridors

® o GTI ® noGTI

® uith GTl & lag ® vith GTi & lag

12

,i‘
w

12 6
Forecast Horizon

-
w

Theil Statistic
N N w .
5 iy & 5
8 & g a
| W F
J
[ 1]
£
5%
00
EE|
Theil Statistic
N I .
i & 5
& g a
L
[ 1]
£3
52
09
EE

Forecast Horizon

(a) Top 20 (b) Top 50

Aggregated Theil statistic using XGBoost for Top 100 corridors Aggregated Theil statistic using XGBoost for Top 200 corridors

18
16-

16
g 14
2 ®noGTl £ ®noGTl
g ® only GTI g ® only GTI
D14 ® with GTI 2 ® with GTI
g @ with GT & lag g @ with GTI & lag

12

w

l//
|
7

12

w

6
Forecast Horizon Forecast Horizon

(c) Top 100 (d) Top 200

Aggregated Theil statistic using XGBoost for Top 500 corridors Aggregated Theil statistic using XGBoost for Top 1000 corridors

® noGTI
® only GTI

® with GTI

@ with GTI & lag

® noGTI

® only GTI

® with GTI

@ with GTI & lag

10

110

L
o
©
&

/l

12

»—\
)
3

oy

~
=
@

Theil Statistic
he - -
5 " £
8 8 5
. /
Theil Statistic
- - a . e
5 g Sk
3 3 BB
1 //

-
@

6
Forecast Horizon Forecast Horizon

(e) Top 500 (f) Top 1000

Figure 4: Main forecasting results from the XGBoost model for six subsamples of bilateral
corridors of different importance for refugee flows (top 20 — top 1000 corridors in terms of
total asylum seeker numbers over the 2008 to 2020 period) over four horizons (1, 3, 6, and
12 months) and four specifications of the information set (no GTI, only GTI, with GTI,
and with GTI and lagged dependent variable. The curves in each panel depict the Theil
ratio of the XGBoost model against the benchmark forecast based on the RW. Source:

Author calculations.
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