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Abstract
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1 INTRODUCTION

We live in a superstar economy in which top firms command a disproportionate share of
sales and wealth. A large number of papers have documented that, since the late 1990s, the
fraction of sales accrued by top firms and other concentration indexes have risen in most US
sectors. International evidence, albeit more sparse, indicates that concentration has grown
in several OECD countries too. Large firms also dominate exports. In a sample of 32 mostly
developing countries, the top five firms account on average for 30% of a county’s total exports
(Freund and Pierola, 2015). These observations have raised serious concerns that the growth
of superstar firms may be synonymous of lower competition. The size of the phenomenon is

1 Yet, little is known to date on its

so large that it is often the subject of media attention.
causes and consequences.

Crucially, the existing evidence points at growing concentration among national firms.
However, companies from different countries compete in markets that are increasingly global.
This is especially true in the manufacturing sector, where import penetration is particularly
high.? In global markets, stronger international competition and growing national concen-
tration can coexist. In fact, leading models of international trade suggest that international
competition causes reallocations towards top producers and may therefore increase concen-
tration at the national level (e.g., Melitz, 2003, Melitz and Redding 2014).

In this paper, we examine concentration in international markets. To this end, we use a
unique transaction-level data set to study changes in the concentration of US imports between
2002 and 2012. Focusing on imports allows us to complement the picture arising from national
production data. It enables us to document how firms from multiple countries compete in the
world’s largest global market. We start by showing how concentration, measured by the share
of total imports that is accrued by the four largest firms and the Herfindahl-Hirschman Index,
has changed among firms selling to the United States in the average 4-digit manufacturing
industry. We contrast this with changes in concentration among firms from a single country
of origin and among US producers.

To get a sense of the geographical distribution of concentration, we draw maps showing

'For instance, The Economist recently published a special report on the rise of giant companies (September
17, 2016). According to it, 10% of the world’s public companies generate 80% of all profits, and the share
of GDP generated by the Fortune 100 biggest American companies rose from about 33% of GDP in 1994 to

46% in 2013.
2Import penetration in US manufacturing is around 30%. It is significantly higher in some sectors, such

as high-tech industries, and in smaller countries.



which countries have affected competition in the US import market the most. Next, we shed
light on how concentration has changed. With the help of a simple structural model imposing
minimal restrictions on the data, we dissect the observed variation in the sales share of the
top four exporters into the contribution of the firm-level characteristics that we can extract
from the data.

Our main findings are as follows. First, we show that while industry concentration among
US firms has increased, concentration is stable among exporters from the average country
of origin and has fallen significantly among all exporters. Regarding geographical patterns,
industry concentration among exporters is lowest in Western Europe, South-East Asia, India
and China, and has fallen especially in the latter two countries.

Second, the most important factor in explaining the fall in concentration is the extensive
margin. We observe a large increase in the number of firms that start exporting to the US
in any industry. The extensive margin plays an important role also within firms. While all
firms are shedding products, top firms are dropping proportionally more products than other
firms. On the contrary, the main force towards rising concentration is the intensive margin.
Consistent with the view that top firms are pulling away, we show that the average revenue
per product of top firms has grown significantly relative to the population average. The
differential growth of top firm-products is stronger at the industry level than among firms
from the same country of origin.

Third, of this differential growth, up to 30 percent is explained by divergence in perfor-
mance within top firm-products at the industry level, and up to 20 percent at the industry-
country level. In other words, revenue per product is increasingly more unequal both between
top and non-top firms, and within the set of top firms. But top firms in any industry are more
different than the rest and more equal to each other than top firms from the same country of
origin. Finally, the results from our exact decomposition of top import shares are confirmed
by regression analysis, where we can use alternative measures of concentration, add control
variables, and explore different sources of variation in the data.

These findings paint a significantly different picture than the one arising from national-
level studies. The sheer increase in the number of firm-products exported to the US suggests
that the overall level of competition may have intensified rather than fallen, even if the num-
ber of US entering firms has declined. Growing global competition is also consistent with
the observed within-firm adjustments. As the total number of products increases, products
per firm are falling, suggesting that firms are concentrating on core business to retain a com-

petitive edge. Top firms, which are likely to be present in more markets and hence more



exposed to global competition, are concentrating on their core business more than propor-
tionally, instead of acquiring rapaciously new product lines. On the other hand, whatever the
underlying reason might be, our results do show that firms are growing more and more un-
equal. Understanding the consequences of this process remains therefore a pressing question
for future research.

This paper is related to the growing literature on the rise of national concentration. Several
papers, including Gutierrez and Philippon (2017), Barkai (2017) and Autor, Dorn, Katz,
Patterson, and Van Reenen (2017), have documented the recent increase in concentration
among US firms. Other papers have tried to measure changes in competition more directly
by estimating markups. In particular, De Loecker and Eeckhout (2017 and 2018), Hall (2018)
and Diez, Leigh, and Tambunlertchai (2018) have found increases in average markups both
in the US and other countries.®> However, this increase is partly explained, once again, by
the growth of high-markup firms.* Other studies, such as Karabarbounis and Neiman (2018)
and Anderson, Rebelo, and Wong (2018), have found more mixed results. All these papers
study concentration or markups among national firms using production data. Hence, they
do not study how concentration changed in any market.

We are aware of only two exceptions. Rossi-Hansberg, Sarte and Trachter (2018) present
evidence that US concentration, while growing at the national level, has actually been falling
in local US markets. Their findings resonate well with ours. Nevertheless, they are entirely
different in that Rossi-Hansberg, Sarte and Trachter (2018) still focus exclusively on US firms.
While they correctly point out that many markets are local, making their analysis relevant,
many others are global, especially in the manufacturing sector. Freund and Sidhu (2017)
is instead a first attempt at measuring global industrial concentration.” Interestingly, they
also find that global concentration has declined in most industries, but they do so combining
national data. Hence, they study concentration among producers in the world, not in any
destination market.

Finally, this paper is related to the large empirical literature on the role of firms, and

especially superstar firms, in explaining trade flows. Redding and Weinsten (2018) and

3See also Calligaris, Criscuolo and Marcolin (2018).
4Reallocations towards high-markup firms may actually imply lower monopoly distortions. See for in-

stance Baqaee and Farhi (2017), Edmond, Midrigan and Xu (2018), and Epifani and Gancia (2011).
Due to data limitations, only a few papers compare systematically firms across countries. See for instance,

Gennaioli et al. (2013), Bartelsman, Haltiwanger and Scarpetta (2013), Bloom, Sadun and Van Reenen (2016)

and Poschke (2015).
6See for instance Bernard, Jensen, Redding and Schott (2018), Freund and Pierola (2015), Gaubert and
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Bonfiglioli, Crind and Gancia (2018b) decompose US imports into firm-level characteristics.
We build on their approach to document and decompose changes in concentration among
firms exporting to the United States. Many papers have shown that trade opportunities
trigger reallocations in favor of top firms, thereby making firms more unequal and possibly
raising national concentration (see, for instance, di Giovanni, Levchenko and Ranciere, 2011).
These reallocations can also happen within firms. In particular, Bernard, Redding and Schott
(2011) and Melitz, Mayer and Ottaviano (2014) show that trade liberalization and tougher
competition cause multi-product firms to drop their least successful products and skew export
sales towards the best performing products. They provide supportive evidence using US and
French firm-level data, respectively. Our findings on how international concentration has
changed among firms from multiple origins are entirely consistent with the view proposed in
these papers.”

The remainder of the paper is organized as follows. Section 2 provides a brief description of
the data and reports key statistics on concentration measures and their evolution across firms
from the same country of origin and industry, across all exporters to the United States in the
same industry, and across US firms. In Section 3, we implement a structural decomposition
of the variation in concentration of US imports as measured by the change in the sales
share of top-four firms in each country-industry and industry. Section 4 studies by means of
regressions how concentration correlates with the number of firms and average sales per firm,
both at the country-industry and at the industry level. Section 5 concludes. In the Appendix,
we provide more information on our data and details on the estimation of the elasticity of

substitution needed to implement the structural decomposition.

2 TRENDS IN DOMESTIC AND IMPORT CONCENTRATION

2.1 DaAtA

To perform our analysis, we use transaction-level data on US imports from Piers, a database
administered by IHS Markit. Piers contains the complete detail of the bill of lading of any
container entering the US by sea. THS Markit collects, verifies and standardizes the infor-
mation contained in the bills of lading, and makes the resulting data available for sale. We

purchased from THS Markit information on the universe of waterborne import transactions

Itskhoki (2018).
"On the importance of the extensive margin in international trade, see Bonfiglioli, Crino and Gancia

(2018b), Fernandes, Klenow, Meleshchuk, Pierola and Rodriguez-Clare (2018) and Hummels and Klenow
(2005).



of the US, by exporting firm and product, in two years, 2002 and 2012. For each transac-
tion, we know the complete name of the exporting firm, its country of origin, the exported
product (according to the 6-digit level of the HS classification), the value (in US dollars) and
the quantity (in kilograms) of the transaction.® We assign products to industries using a
correspondence table between the HS 6-digit classification and the SIC 4-digit classification
developed by the World Integrated Trade Solutions.

In our final data set, firms belong to 104 origin countries spanning the five continents,
and sell products across 366 manufacturing industries. In the Appendix, we provide more
details on the construction and composition of the data set, as well as on the data cleaning
procedure we follow to exclude transactions potentially contaminated by reporting mistakes.
The Appendix also present descriptive statistics about the coverage of Piers, in terms of both
export value and number of firms. Although Piers registers waterborne transactions only, we
find its coverage to be remarkably good, accounting for 83% of the total exports to the US

for the average country.

2.2 (CONCENTRATION STATISTICS

We measure industry concentration as the share of total sales that is accrued by the four
largest firms in an industry and by the industry’s Herfindahl-Hirschman Index.” We compute
these measures both by industry, pooling firms’ sales from all origin countries, and by industry
and country. In the latter case, we treat multinational firms selling from multiple countries
as different firms, while we combine their sales when studying concentration at the industry
level. For comparison, in this section we also report the corresponding concentration measures
among US firms from COMPUSTAT.

Table 1 contains the main descriptive statistics. It shows that, in the average industry, the
top-4 firms account for 79% of all imports by the average country (panel a) and 37% of imports
from all countries (panel b). Interestingly, concentration among US firms is comparable to
the level observed by country (panel c). The table also reports changes in the concentration
indexes between 2012 and 2002. Over the decade, concentration among firms from the same

country barely changed. However, concentration among firms from all countries decreased

81n the case of firms with multiple shipments (bills of lading) of the same product in a year, we purchased
from THS Markit information on the total value and quantity of these shipments across all bills of lading.
We did not purchase the detailed information on each bill of lading, as this information would have been

prohibitively expensive.
9Results are very similar when using alternative criteria, such as the share of the top-3 or top-5 firms.



Table 1: Descriptive Statistics on Concentration Measures

Mean Std. Dev. Change % of Cases with Rise
(2012) (2012) (02-12) of Concentration
a) PIERS: Statistics by country-industry pair
Share of sales by top-4 firms 0.79 0.21 -0.01 0.47
Herfindahl index 0.46 0.29 0.01 0.50
b) PIERS: Statistics by industry
Share of sales by top-4 firms 0.37 0.23 -0.08 0.34
Herfindahl index 0.09 0.13 -0.03 0.32
¢) COMPUSTAT: Statistics by industry
Share of sales by top-4 firms 0.88 0.15 0.05 0.70
Herfindahl index 0.55 0.30 0.13 0.73

Notes. Industries are defined at the 4-digit level of the Standard Industrial Classification (SIC).

significantly: the share of sales by top-4 firms fell by 8 percentage points. Conversely, as
it is well known, the top-4 share among US firms increased, by 5 percentage points. All
these patterns hold when measuring concentration using the Herfindahl-Hirschman index,
or when counting the fraction of industries becoming more concentrated over the period.
These statistics suggest that rising concentration among national firms can coexist with more
competition in international markets.

Our main goal is to dissect the changes in concentration in US imports just documented.
As a preliminary step, to get a sense of the role played by individual countries, we take a look
at the geographical distribution of concentration among firms selling to the United States.
In Figure 1 we draw world maps showing the average level and the change in concentration
by country. Darker colors indicate a higher level of the Herfindahl index in 2012 (map a)
or a larger increase in the index between 2002 and 2012 (map b). All figures are based on
country-level arithmetic averages computed across 4-digit industries.

Some geographical patterns stand out. Focusing on levels, concentration in 2012 appears
to be lower than average in Western Europe, India, China and some parts of Southeast Asia.
It is higher in parts of Eastern Europe, the Middle East and Russia. These cross-country
patterns are broadly consistent with the evidence on the geographical distribution of markups
reported in De Loecker and Eekhout (2018). Focusing on changes, concentration has grown
in Latin America, Eastern Europe and Russia, and has fallen in China and India. These
results are in line with Freund and Sidhu (2017), who stress the contribution of China and

emerging-market countries to global competition using national data.
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Source: Piers (IHS Markit), US import data for 2002 and 2012. Darker colors indicate a higher level of the Herfindahl index of
concentration in 2012 (map a) or a larger increase in the index between 2002 and 2012 (map b). All figures are country-level
arithmetic averages computed across 4-digit industries.

Figure 1: Concentration Across Countries



3 DEcCOMPOSING ToP FIRMS’ SHARES IN US IMPORTS

We now derive a simple decomposition that allows us to quantify the contribution of various
firm-level characteristics to the observed changes in concentration, as measured by top firms’
shares. Building on Bonfiglioli, Crind and Gancia (2018b), the characteristics that we can
identify are the number of firms, products per firm, average sales per product and hetero-
geneity across firm-products. Since the decomposition can be applied to any subset of firms,
we will use it to study changes in industrial concentration among foreign firms selling into
the US market both from all countries and by country of origin. Given that our data covers
seaborne trade, our decomposition will be implemented on the subset of firms exporting by

sea.

3.1 A STRUCTURAL DECOMPOSITION

Consider an industry ¢ composed of differentiated varieties. Preferences over these varieties
are: o foi)

C(i) = {Z [’Y(W)C(w)](”"l)/‘”} , 0> 1, (1)

we;

where ¢ (w) is the quantity consumed of variety w € §2;, where ; denotes the set of varieties
available for consumption in industry i; v(w) is a demand shifter sometimes interpreted as
quality; and o; is the elasticity of substitution between varieties in industry 7. Each variety
is produced by a different firm; however, to make the model consistent with the data, a firm
may produce more than one variety. Hence, w refers to a firm-product pair. Denote by p (w)
the price of variety w. Then, the minimum cost of one unit of the consumption basket C(7)

is given by the price index:

1/(1—0y)
P(i) = [Z gt (W)””] , (2)

weN;

where 7 (w) = v(w)/p (w) is a synthetic measure of "appeal" of variety w. Revenue from sales

of a variety with appeal 7 is:

F (W)

r(w) =Aw)7 P> C(i) =
(w) =F(w) (1) C(d) T

P@E)C(). (3)

This equation shows that the scale of 7 is irrelevant because what matters is its ratio to the

sector aggregate.



We use this model to decompose the sales of top firms in US imports. Hence, P(i)C(1)
will be the value of US imports in industry i. We start by decomposing top shares by
industry and country. Let n/(i,0) be the number of firms exporting to the United States
from country o in industry . Let n”(i,0) be number of products per firm and 7(i,0) the
revenue per firm-product from country o in industry ¢. Finally, we denote with a subscript
top the corresponding numbers of firms, products per firms and revenue per firm-product of
the top X € N firms from country o in industry ¢. By these definitions, the expenditure share

of the top X exporters among all exporting firms from origin o is:

nicop(i7 0) ’ nfop@? 0) : ftop(i7 0)

nf(i,o0) - nP(i,o0) - 7(i,0)

(4)

Stop(1,0) =

where the denominator is total sales in industry ¢ from country o and the numerator is the
corresponding sales by top firms only. s;,,(7, 0) measures concentration among exporters from
a given country and industry. Equation (4) can immediately be used to decompose changes
of the top firms’ import shares into an extensive margin (number of firms and products per

firm) and an intensive margin (average revenue per firm-product):

Aln sip(i,0) = —Alnn/ (i,0) + Alnn}, (i,0) — AlnnP(i,0) + Aln %. (5)

7(i,0
The advantage of the structural model is that it can be used to further decompose the
intensive margin into firm-level characteristics, namely, the distribution of appeal. To this

end, use (3) to write:
P _ 5w
r(i,0) B3 0)7 1]

where E [§(7,0)77!] is the arithmetic average of all F(w)i~

(6)

! sold from origin o in industry

i. Normalizing E [¥(i,0)°"!] = 1, we can identify 7(w)°"~! from deviations in sales from the
country-industry average, r (w) /7(i,0). Finally, to retrieve the appeal of each firm-product,

A(w), a value for the elasticity of substitution, o;, is needed:

Fw) = [r () /7(i,0)] /7. (7)

We summarize in the Appendix how o; can be estimated from the data as in Redding and
Weinstein (2017) or Bonfiglioli, Crino and Gancia (2018b). Next, observe that:

Ttop(1,0)
7(i,0)

=E [itop(iv 0>gi_1} :



Adding and subtracting {E [,,(i,0)] }Ui_l and taking differences:

A average appeal A heterogeneity in appeal

A

Equation (8) decomposes the change in average revenues of top firm-products relative to the

country-industry mean into two terms: the change in average appeal of top firm-products
and the change in its dispersion. The first term measures whether all top firm-products
are becoming on average better than the rest. The second term captures instead the role
of differential growth in appeal within top firm-products: when o; > 2 sales are a convex
function of 4 implying that more dispersion in appeal leads to higher average sales, because
the increase in demand for better-than-average firm-products is greater than the decrease in
demand for the remaining ones. Hence, this formula allows us to exactly quantify whether
top firms are converging or diverging in their attributes and how this affects their total sales.

We can also apply these decompositions at the industry level, pooling firms from all
origins:

Aln sg,(i) = —Alnn/ (i) + Alnnl, (i) — Alnn?(i) + Aln TtOp(Z). (9)

(i

Imposing the normalization E [(7(7)7"~!)] = 1 and re-computing

H(w) = [r (w) /7)Y (10)

we can write:

AT — A (B [y )+ 8B [0, (07— (B @) ]

3.2 Topr IMPORT SHARES BY INDUSTRY AND COUNTRY

We now show the results of the decompositions in (5), (8), (9) and (11). As already noted, the
decomposition of the intensive margin depends on the elasticity of substitution, ¢;. To check
the sensitivity of the results to this parameter, we work with two alternative measures of o;,
both estimated using our micro data and the model structural equations. More details on
the estimation methods are reported in the Appendix. Henceforth, we will use the following
notation to label the two elasticities: reg. contr. will denote the estimate obtained from the

regressions in Bonfiglioli, Crind and Gancia (2018b) and RW the reverse-weighting estimate
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Table 2: Decomposition of the Share of Sales by the Top-4 Firms

O @ © &) ©) ©) @
| Teop (i, 0) A Average Appeal A Average Appeal

Al s¢op (i, 0) —Alnn/ (i,0) Alnngy, (i, 0) —AlnnP (i, 0) Aln 7, 0) (reg. contr.) (RW)
a) Decomposition by Country-Industry Pair
-0.03 -0.27 -0.15 0.07 0.31 0.77 0.87
b) Decomposition by Industry
-0.30 -0.75 -0.43 0.10 0.78 0.68 0.84
c) Decomposition by Industry (only top-100 Firms)
-0.22 0.00 -0.53 0.22 0.09 1.64 1.91

Notes: 'The table reports the decomposition of the share of sales by the top-4 firms in each country-industry pair (panel a), in each industry (panel b), and in each
industry considering only the top-100 firms (panel ¢). Reported figures are simple averages computed across all country-industry pairs (panel a) and across all
industries (panels b and c).

suggested by Redding and Weinstein (2017).!° For the median industry, the estimated o;
equals 3.3 for RW and 4.2 for reg. contr.. For each value of o;, we compute 7(w) separately
for 2002 and 2012, following either (7) or (10) depending on the decomposition.

Table 2 shows the decomposition of the share of sales by the top-4 firms in each country-

' Column (1) reports the variable

industry pair (panel a) and in each industry (panel b).
to be explained, i.e., the change in the log shares of top firms. Columns (2)-(5) display
the contribution of each term on the right-hand side of the decompositions in (5) and (9).
The coefficients are simple averages across all country-industry pairs (panel a) or across all
industries (panel b). By construction, the contributions of the four components add up to the
total change to be explained in the first column. Finally, columns (6) and (7) decompose the
relative revenue per product of top firms (i.e., the figures reported in column 5) according to
(8) and (11). Each reported coefficient measures the percentage contribution of the change
in average appeal of top firm-products, i.e., the contribution of the first term in (8) and
(11), for a different estimate of o;. Each contribution is computed by dividing the arithmetic
mean of the change in average appeal across all country-industry pairs (panel a) or across all
industries (panel b) by the corresponding arithmetic mean of the change in relative revenue.
The contribution of heterogeneity, i.e., differential growth of appeal across firm-products, is
one minus the previous coefficient and is omitted to save space.

Consider first the decomposition of Aln $4,,(7,0) and Aln s,(i). Table 2 shows that the

by far most important factor in explaining the fall in concentration in the US import market

is the extensive margin. First, there is a large increase in the number of firms that start

0We have also found similar results (available upon request) using the estimates of o; obtained by Broda
and Weinstein (2006), who use a different estimation approach and aggregate product-level US import data

for earlier years.
n the Appendix, we perform the decompositions using the share of sales by the top-3 or top-5 firms.

The results are similar.

11



exporting to the US in a given industry (—AInn/ < 0). Second, the extensive margin plays
an important role also within firms. While all firms are shedding products (—AlInn? > 0),
top firms are dropping proportionally more products than other firms (AlInng,, < Alnn?).
Other things equal, the increase in the number of firms and the decrease in the relative number
of products by top firms would have commanded a pervasive fall in industry concentration.
On the other hand, the intensive margin has worked in the opposite direction. The average
sales per product of top firms grew significantly relative to the rest (Aln7y,,/7 > 0), pushing
towards rising concentration. Interestingly, all these effects are stronger when focusing on
concentration from all origins: entry is stronger, but so is divergence of top firm-products
(panel b). However, when considering firms from a single origin, the opposite effects of the
intensive and extensive margins almost exactly cancel out (panel a).

Consider next the decomposition of the intensive margin. Table 2 shows the fraction
explained by changes in the average appeal of top firm-products under alternative estimates
of ;. This contribution ranges from 77% to 87% when comparing firms from a single origin
(panel a) and from 68% to 84% when comparing firms from all origins. It implies that firms
do not grow uniformly and that differential growth within top-firm products contributes
significantly to raising industry concentration.

These results indicate that one reason for the fall of concentration in international markets
is the sheer increase in the total number of exporting firms. But they also suggest that these
new exporters are likely to be small. To neutralize this effect, we now decompose the share
of sales by the top-4 firms over the top-100 firms in each industry. In this way, the extensive
margin across firms is eliminated: Alnn/ is zero by construction. The results are reported in
panel c). Interestingly, industry concentration is still falling significantly even among the top-
100 firms, due to top firms losing products relative to their competitors. Sales per product of
top firms still grew relative to the rest, but by a much smaller margin. When decomposing
the latter change, we now find that changes in average appeal of top firm-products explain
more than 100%. In other words, top-4 firm-products are actually converging when compared
to top-100 firms in the industry. This evidence suggests that while top firms are diverging
from their national competitors, they are increasingly more similar to each other at the global
level.

Table 3 reports robustness checks on the baseline decompositions shown in the first two
panels of Table 2. In panels a) and b) we exclude countries for which the coverage of Piers

is less extensive, i.e., below 45% of total exports to the US.'? The contributions are largely

12These are the countries belonging to the first group of countries in Figure 2b), reported in the Appendix.
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Table 3: Decomposition of the Share of Sales by the Top-4 Firms (Robustness Checks)

O @ ©) &) © © @
Trop (i, 0) A Average Appeal A Average Appeal

Aln'sg, (i, 0) —Alnnf(i,0) Alnnf,,(i,0) —AlnnP(i,0) Aln FGo) (reg. contr.) (RW)
a) Excluding Small Countries (Decomposition by Country-Industry Pair)
-0.04 -0.29 -0.15 0.08 0.33 0.78 0.87
b) Excluding Small Countries (Decomposition by Industry)
-0.30 -0.77 -0.43 0.11 0.79 0.72 0.85
c) Excluding Countries with Small Market Shares (Decomposition by Country-Industry Pair)
-0.03 -0.27 -0.15 0.07 0.32 0.77 0.87
d) Excluding Countries with Small Market Shares (Decomposition by Industry)
-0.30 -0.76 -0.43 0.11 0.79 0.68 0.84
e) Excluding Countries with Large Market Shares (Decomposition by Country-Industry Pair)
-0.02 -0.23 -0.12 0.06 0.27 0.81 0.91
f) Excluding Countries with Large Market Shares (Decomposition by Industry)
-0.18 -0.46 -0.43 0.10 0.61 0.91 0.96
g) Excluding Industries with High Shares of Imported Inputs (Decomposition by Country-Industry Pair)
-0.03 -0.22 -0.15 0.07 0.27 0.78 0.89
h) Excluding Industries with High Shares of Imported Inputs (Decomposition by Industry)
-0.30 -0.70 -0.42 0.10 0.72 0.71 0.88

Notes: In panels a) and b), small countries are those for which the share of Piers exports in total exports to the US is smaller than 45% (i.e., the first group of
countries in map b of Figure 2). In panels ¢) and d), small market shares are those falling below the 5th percentile of the distribution of market shates in each
industry and year. In panels ¢) and f), large market shares are those falling above the 95th percentile of the distribution of market shares in each industry and year.
In panels g) and h), industries with high shares of imported inputs are those for which the average share of imports of parts and components in total US imports
over 1972-2001 is above 25%. Reported figures are simple averages computed across all country-industry pairs (panels a, c, e, and g) or across all industries
(panels b, d, fand h).

unchanged, suggesting that our decompositions are not driven by countries for which the
coverage of Piers is more moderate. In panels ¢) and d), we exclude small countries whose
market shares fall below the 5th percentile of the distribution of market shares in each in-
dustry and year. By contrast, in panels e) and f) we exclude large countries whose market
shares fall above the 95th percentile of the same distribution. These exercises show that our
decompositions are not crucially driven by either small or large countries. Finally, in panels
g) and h) we exclude industries for which the share of imports of intermediate inputs in total
US imports is above 25%.1% The contributions are largely stable also in this case, suggesting
that our decompositions are not influenced by industries with intensive participation in global

value chains.

4 CONCENTRATION, FIRMS AND SALES

In this section we investigate, by means of regression analysis, the correlates of the change
in concentration, and its level, both by country-industry and by industry only. In particular,

we focus on two concentration measures, the Herfindahl index and the share of sales by the

13We identify these industries using data on imports of parts and components over 1972-2001 from Schott
(2004).
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top-4 firms, and regress their changes on the changes in a number of variables including,
most notably, the number of firms and average sales per firm.'* This exercise complements
the exact decompositions in various ways. It allows us to consider alternative measures of
concentration, to include various controls, and to compare sources of variation over time and
in the cross-section. Rather than being aimed at identifying causal effects, it is meant to give
us more confidence on our previous findings and unveil potentially interesting new stylized
facts. As we will see, the regressions confirm that concentration correlates negatively with
the number of firms and positively with average revenue per firm.

Table 4 reports the results for the share of top-4 firms (panel a) and the Herfindahl index
(panel b) at the country-industry level. In columns (1) and (2), we regress the change in
the concentration measure between 2002 and 2012 on the change in average sales per firm
and in the number of firms, respectively. All variables are expressed in logarithms. Both
coefficients are very precisely estimated and exhibit the expected positive and negative sign,
implying that concentration increases when firms grow bigger and when the number of firms
falls. However, the R-squared suggest that the number of firms plays a more important role
than average sales per firm at driving concentration among exporters from the same origin
country. In column (3), we use as a regressor the change in average prices per firm. While
this variable has a positive and precisely estimated coefficient, its explanatory power in terms
of the R-squared is limited. This result is also expected. On the one hand, top firms sell
high-appeal products, which tend to be more expensive. On the other hand, it is known that
prices explain little of the observed variation in sales (e.g., Hottman, Redding and Weinstein,
2016, and Bonfiglioli, Crino and Gancia, 2018b).

In column (4), we include the three variables in the same specification. The coefficients on
average sales and number of firms are largely unchanged, whereas the coefficient on average
prices switches sign although it remains small. The negative sign for prices is consistent
with the positive correlation between appeal and prices: holding constant sales and the
number of firms, an increase in the appeal of top firms (i.e., higher concentration) must be
compensated by a decrease in average appeal. In column (5), we also control for the level of
concentration in 2002, and in column (6) we add country and industry fixed effects to account
for heterogeneous trends in market shares across sectors (reflecting, e.g., technical change)
or countries (reflecting, e.g., economic growth). The coefficient for lagged concentration is

negative and significant, suggesting that concentration has been converging across country-

14See the Appendix for analogous regressions using the share of sales by the top-3 or top-5 firms as

alternative measures of concentration.
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Table 4: Correlates of Concentration across Country-Industry Pairs

0 @ © @ ® © ©
a) Log Share of Sales by Top-4 Firms
Differences Differences Differences Differences Differences Differences Levels
A ln Average Sales 0.059%** 0.07 3%k 0.072%k¢ 0.07 3%k
[0.002] [0.002] [0.002] [0.002]
A In No. of Firms -0.214%4% -0.225%+% -0.228%+* -0.192%%%
[0.005] [0.005] [0.005] [0.000]
A In Average Price 0.024k* -0.043%+* -0.035%+* -0.048%%*
[0.005] [0.004] [0.004] [0.004]
Lagged In Top Share -0.186*** -(0.358***
[0.014] [0.015]
In Average Sales 0.054*+*
[0.001]
In No. of Firms -0.245%%*
[0.002]
In Average Price -0.012%%
[0.001]
Country & Industry FE No No No No No Yes No
Obs. 7044 7044 7044 7044 7044 7044 17528
R2 0.08 0.25 0.00 0.35 0.39 0.51 0.74
b) Log Herfindahl Index
Differences Differences Differences Differences Differences Differences Levels
Aln Average Sales 0.128%k* 0.179#k* 0.170#k* 0.165%F*
[0.005] [0.004] [0.004] [0.004]
A In No. of Firms -0.485%F* -0.532%kx -0.521%k* -0.455%+*
[0.008] [0.008] [0.008] [0.009]
A In Average Price 0.04 1%k -0.110%+* -0.087%#+* -0.109%%*
[0.010] [0.008] [0.008] [0.008]
Lagged In Herfindahl -0.278%** -0.441 %%
[0.008] [0.010]
In Average Sales 0.127%%%
[0.002]
In No. of Firms -0.536%**
[0.003]
In Average Price -0.026%+*
[0.002]
Country & Industry FE No No No No No Yes No
Obs. 9864 9864 9864 9864 9864 9864 24693
R2 0.08 0.26 0.00 0.39 0.47 0.56 0.74

Notes. 'The dependent variable is the log share of sales by the top-4 firms in panel a) and the log Herfindahl index in panel b). In the

regressions in columns (1)-(6), all variables are espressed in differences between 2002 and 2012; the regression in column (7) is estimated

with all variables in levels on pooled data by country and industry for the years 2002 and 2012. The standatd errors, reported in square

brackets, are robust to heteroskedasticity. ***, ** *: denote significance at the 1%, 5%, and 10% level, respectively.

15



Table 5: Correlates of Concentration across Industries

@ @ ©) &) ©) ©
Log Share of Sales by Top-4 Firms

Differences Differences Differences Differences Differences Levels
A In Average Sales 0.300%¢* 0.334k¢ 0.326%%*
[0.028] [0.032] [0.032]
A In No. of Firms -0.24 3%k -0.21 2%k -0.218%x*
[0.047] [0.050] [0.052]
A ln Average Price 0.188*¢* -0.242%¢ -0.218%x*
[0.072] [0.075] [0.073]
Lagged In Top Share -0.187#F*
[0.058]
In Average Sales 0.194%¢*
[0.014]
In No. of Firms _0.287 %%
[0.010]
In Average Price -0.073##*
[0.0106]
Obs. 361 361 361 361 361 725
R2 0.23 0.05 0.02 0.27 0.29 0.61
Log Herfindahl Index
Differences Differences Differences Differences Differences Levels
A In Average Sales 0.602%** 0.667*¥* 0.638*k*
[0.054] [0.065] [0.064]
A In No. of Firms -0.508%k* -0.438%kx_(),439%kk
[0.084] [0.088] [0.090]
A In Average Price 0.400%¢ -0.477k -0.400%**
[0.145] [0.154] [0.148]
Lagged In Herfindahl -0.318%F*
[0.050]
In Average Sales 0.364%**
[0.028]
In No. of Firms ~0.529%%%
[0.018]
In Average Price -0.140##*
[0.032]
Obs. 366 366 366 366 366 732
R2 0.23 0.06 0.02 0.29 0.35 0.59

Notes. The dependent variable is the log share of sales by the top-4 firms in panel a) and the log Herfindahl index in panel
b). In the regressions in columns (1)-(5), all variables are espressed in differences between 2002 and 2012; the regression in
column (6) is estimated with all variables in levels on pooled data by 4-digit industry for the years 2002 and 2012. The
standard errors, reported in square brackets, are robust to heteroskedasticity. ***, ** *: denote significance at the 1%, 5%,
and 10% level, respectively.
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industries, but the estimates for the other variables are unaffected. In column (7), we estimate
the same specification as in column (4) in levels on pooled data. Interestingly, the same
patterns found for changes also seem to hold in the cross-section. Even the point estimates
are very similar in magnitude. These results are reassuring, dispelling the concern that, with
only two time observations, changes could be contaminated by noise.

In Table 5, we report the estimates of the same specifications as in Table 4 at the industry
level. The coefficients are significant, exhibit the same signs as in the country-industry regres-
sions, and are also similar in magnitude. The R-squared from the univariate specifications,
however, follow the opposite pattern, suggesting that changes in the number of firms matter
much less than average revenue per firm in explaining concentration in the US import market.
This may be due to the fact that firms entering the US import market between 2002 and
2012 tend to be small compared to established exporters and hence they have little impact
on overall concentration, while reducing significantly average sales per firm. At the country
level, instead, entering firms may have more impact on concentration, given that the average

number of exporting firms per country-industry pair is more limited.

5 CONCLUSIONS

Much ink has been spilled on the recent increase of industrial concentration, raising concerns
that the advent of giant companies may usher in an era of monopolies, growing profit shares
and low economic dynamism. However, all existing evidence has been based on national
data, which are not necessarily informative of the level of concentration in markets that are
increasingly global. In this paper, we have documented for the first time what happened
to concentration in the largest international market in the world, namely, the market of US
imports. This has allowed us not only to complement national studies, but also to draw a
comprehensive picture of how global firms from all countries compete in a single destination.

Our findings challenge the view that markets are becoming less competitive. Concentra-
tion of US imports by country of origin has remained stable while it has fallen significantly
when pooling firms from all origins. To shed more light on this phenomenon, we have imple-
mented a simple structural decomposition. One of the main factors behind falling concentra-
tion is the large increase in the number of firms and products exported to the United States.
Pushing in the opposite direction, sales per product of top firms have increased relative to
the average. Within firms, all exporters are dropping products, but top firms are doing it at
a faster rate. We also find evidence of national divergence versus global convergence among

top firms.
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These results seem consistent with the “superstar firm hypothesis” whereby increased
concentration may be the result of markets being more competitive (Van Reenen, 2018).
They are also remarkably consistent with the reallocations predicted by leading models of
international trade with heterogeneous multi-product firms. Hence, they suggest a possibly
more benign view of concentration. Even if our data covers only imports and are limited to
the manufacturing sector, they are nevertheless consistent with the complementary findings
in Rossi-Hansberg, Sarte and Trachter (2018) that competition has been rising in local US
markets.

However, our results also show that firms are growing more and more unequal, a finding
that resonates with recent evidence using very different data.'® Some possible explanations for
this widespread trend may include changes in innovation strategies (e.g., Bonfiglioli, Crino and
Gancia 2018a and 2019, Benhabib, Perla and Tonetti, 2017, Konig, Lorenz and Zilibotti, 2016,
Dhingra, 2013) or stronger sorting between firms, suppliers and workers (e.g., Bonfiglioli and
Gancia, 2019, Song, Price, Guvenen, Bloom and von Wachter, 2015). Better understanding
the causes and consequences of this process is therefore an important question for future

research.

15See for instance Bonfiglioli, Crino and Gancia (2018a and 2019), Dunne, Foster, Haltiwanger and Troske
(2004), Faggio, Salvanes and Van Reenen (2010).
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APPENDIX A THE DATA

Our analysis uses information on the universe of waterborne import transactions of the US
in the years 2002 and 2012. This information comes from the Piers database administered by
IHS Markit. In particular, our data set contains the complete name of each firm exporting to
the US by sea in 2002 and/or 2012, its country of origin, and the total value (in US dollars)
and quantity (in kilograms) of its exports by product (according to the 6-digit level of the
HS classification).

Figure 2 and Table 6 provide information on the coverage of Piers. Figure 2a shows that
the number of firms exporting to the US is particularly high in Canada and Mexico, Latin
American countries, Europe and South-East Asia (especially China).'® Figure 2b describes
the coverage of Piers in terms of export value rather than number of firms. Darker colors
indicate a better coverage, as measured by the ratio between the value of total exports
computed from Piers and the same value computed from customs data (Feenstra, Romalis and
Schott, 2002). Although Piers registers waterborne transactions only, its coverage exceeds
80% of total exports to the US for the average country. Not surprisingly, coverage is less
extensive for Canada and Mexico, which do not rely on maritime trade as their main mode
of export to the United States. Nevertheless, these countries have a large number of firms
exporting to the US, as shown in Figure 2a.

Table 6 provides further details on sample coverage and composition. Panel a) confirms
the high coverage of Piers, showing that Piers accounts for 83% of the average country’s total
exports to the US and for 77% of the total exports by the median country. Feenstra and
Weinstein (2017) report similar figures using an earlier and more limited version of the Piers
database. Panel b) provides details on sample composition. All variables in this panel are
computed separately for each country-industry-year triplet, and the reported statistics are
calculated across all triplets in the data set. The average triplet has 44 firms and 55 firm-

product pairs, a value of total exports to the US exceeding $60 million and average exports

16The number of firms in Piers compares well with the same figure from other sources. For instance, across
the 34 countries covered by both Piers and the World Bank Exporter Dynamics Database (EDD), which is
based on information for the universe of export transactions obtained from each country’s government custom
agency, the coverage rate of our sample is 63% of the number of exporting firms registered in the EDD for
the average or median country. Conversely, the US Customs and Border Protection database substantially
overshoots the number of foreign firms exporting to the US for most countries, with an overcounting rate
of 25% on average (Kamal, Krizan and Monarch, 2015). While some of the firms in Piers could be trading
companies, we do not find any such company among the top-10 exporting firms in any 2-digit industry,

suggesting that the majority of firms in our sample are actual exporters.
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Sonrce: Piers (IHS Markit), US import data for 2002 and 2012. Darker colors indicate a higher number of manufacturing firms
exporting to the US (map a) or a higher ratio between the value of total manufacturing exports to the US obtained from Piers
and the value obtained from customs data (map b). All figures are averages between 2002 and 2012.

Figure 2: Data Coverage
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Table 6: Descriptive Statistics on Sample Coverage and Composition

Mean Median Std. Dev.
a) Sample coverage
Share of PIERS exports in total exports to the US (based on customs data) 0.83 0.77 0.55
b) Sample composition
N. of firms 44 8 249
N. of firm-product pairs 55 9 316
Total exports ($1000) 60347 2360 536000
Average exports per firm-product ($1000) 1273 230 11058

Notes. The variable in panel a) is computed for each country in the years 2002 and 2012. Reported statistics are the mean, median and
standard deviation of this variable across all countries and years. The variables in panel b) are computed for each country-industry-year triplet.
Reported statistics are the mean, median and standard deviation of these variables across all triplets.

per firm-product slightly above $1 million.

The fact that all firms in Piers use the same export mode (by sea) favors comparability.
Compared to customs data from the US Customs and Border Protection, the Piers data
are slightly less detailed in terms of product classification (6-digit vs. 10-digit) but contain
the full name of each firm, thereby allowing us to precisely identify firms and reduce the
risk of over-counting them. To match and aggregate firms appearing in the data more than
once with similar names, we use a string matching algorithm that first homogenizes standard
expressions (e.g., it converts the extensions "Lim." and "LTD" in "Limited") and then exploits

" Then, we assign products to industries

the Levenshtein edit distance to match firms.!
by mapping each HS6 product code exported by a firm to a 4-digit SIC industry, using a
correspondence table developed by the World Integrated Trade Solutions.

We further clean the data to mitigate the risk of including transactions contaminated by
reporting mistakes. In particular, we drop firms with obvious inconsistencies in their name.
We further drop observations corresponding to firms that, in a given industry and year, have
total exports to the US below $1,000. We also exclude observations corresponding to firms
that, in a given industry and year, have unit values for their products above the top or below
the bottom 0.01% of the unit value distribution for that year. Finally, we exclude country-
industry-year triplets with less than two varieties exported to the US, since we cannot compute
dispersion measures for these triplets. Our final data set comprises 1,311,835 observations

at the firm-product-year level. Firms belong to 366 manufacturing industries and 104 origin

countries spanning the five continents.

17The algorithm computes the Levenshtein edit distance between all pairwise combinations of firm names
sharing the same first character. The distance is then normalized by the length of the longest string and a

match is formed if the normalized edit distance is below a 5% threshold.
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APPENDIX B  ESTIMATING THE ELASTICITY OF SUBSTITUTION

To perform our decomposition exercises, we need estimates of the elasticity of substitution
between varieties. Using our data, we estimate elasticities following two alternative method-
ologies, based on a set of assumptions on the demand side. Our main assumption is that
preferences over varieties w in industry ¢ take the constant elasticity of substitution form as

in (1), which implies that sales of variety w in sector i can be expressed as in (3).

B.1 THE REVERSE-WEIGHTING ESTIMATOR

Following Redding and Weinstein (2017), we focus on the price index (2) for each industry i,
and start by obtaining three equivalent expressions for the change in this price index between
2002 and 2012. Dropping industry labels to save on notation, and using the time subscript ¢

when referring to the year 2012 and ¢ — 1 when referring to 2002, these expressions read as

follows:
_1
o () er s [ (12)
P, At—1t Lt o =t Pi—1 (w) ’
P _ ()\t,t—l)"ll (@B >—1 Z s (w) { i (w) }(10) o (13)
P At bt e ! -1 (w) ’

1~ =
P _ (/\t,tl) o1 P Sy (14)
Py )\tfl,t ﬁt*—l N;—l ’

where ;1 denotes the set of common varieties in both years; s* (w) denotes the share of

common variety w in expenditure on all common varieties; S* and P*denote the geometric
averages of s* (w) and p (w), respectively, computed on common varieties; (A ;—1/ )\t,u)l/ (e-1)

is the variety-adjustment term, which adjusts the common varieties price index for entering
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and exiting varieties; and
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are the forward and backward differences of the price index, which evaluate its change using
varieties’ expenditure shares in t — 1 and ¢, respectively.

The three ways of expressing the change in the price index are equivalent. However, the
formulation in (14) is the only one that exclusively depends on prices and expenditure shares,
and not also on the demand parameters v (i.e., this formulation is money-metric). Note also
that the three expressions depend on the elasticity of substitution, o. Hence, the idea of the
RW estimator is to search the value of o that renders the three expressions for the change
in the price index consistent with the same money-metric utility function. This requires

imposing the following identifying assumption:
-1
@f—l,t = (@Et—l) =1, (15)

which means that changes in v over time average out.
Combining (12)-(14) and using (15), one can construct a generalized method of moment

estimator for ¢. In particular, the following moment functions obtain:
(mf (0))
my (o)
L w177 g [ B 5y
1 * w _ —t ot
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The RW estimator 6" solves:

6" — argmin { M (6™") < Tx M (6"},
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where I is the identity matrix. Because the two moments are weighted by the identity
matrix, the RW estimator minimizes the sum of squared deviations of the aggregate demand
parameters ((—ln or 1,t)2 + (ln @ft_l)Q) from zero. Hence, the RW estimator selects the
value of ¢ that minimizes the squared deviations of the forward and backward differences of

the price index from a money-metric utility function.

B.2 AN ALTERNATIVE ESTIMATION

As an alternative approach, we identify the elasticity of substitution out of the variation in
the variance of sales across varieties w sold from different origin countries o in each sector
i. Starting from the expression for sales in equation (3), we obtain the variance of log sales

across varieties sold from country o in industry ¢ as
V(nr (i,0)) = (o; — 1)*V(In 7 (4, 0)).

Taking logs and adding time subscripts yields

Industry fixed effect, a;

——
InV(nr, (i,0)) = 2ln(o; —1) +InV(In¥g,(i,0)), (16)

Intuitively, a higher substitutability generates more dispersion in sales for a given distribution
of attributes. The limitation of this strategy is that the industry fixed effect, «;, identifies
any common component of sales dispersion across countries in a given industry, and not
just the demand parameter we are interested in. On the other hand, the advantage is that
purging sales dispersion of any common component across countries allows us to isolate the
cross-country variation in attributes. Hence, it is a way to study heterogeneity in attributes
relative to other countries, rather than its absolute level.

Since the second term in (16) cannot be observed directly, we proxy for In V(In 4, (,0))

with a number of observable variables. In particular, we estimate the following specification:
InV(Inr (7,0) = a; + By InV(Inp; (4,0)) + By Inni(i, 0) + vor + Eoit,s (17)

where V(Inp, (i,0)) is the variance of log prices at time t, Inn(i,0) is the log number of
firm-products per country-industry-year triplet, and v,; are country-time fixed effects. While
prices are just one component of 7, controlling for their variance would be sufficient if there

is a one-to-one mapping between quality and prices, as in several models of endogenous

24



Table 7: Descriptive Statistics on the Elasticity of Substitution

Mean Median Std. Dev. N. of Industries
Regtression, controls (reg. contr.) 4.22 4.22 0.46 366
Reverse weighting (RIW) 3.71 3.30 1.74 232

Notes. The statistics are computed across all industries with available information on a given elasticity of
substitution. Elasticites smaller than 1 or greater than 10 are excluded.

quality. This choice is also supported by the evidence that prices are indeed a good proxy
for quality (see Hottman, Redding and Weinstein, 2016, and Johnson, 2012). We choose the
second proxy, Inn,(i,0), based on previous evidence (Bonfiglioli, Crino and Gancia, 2018a
and 2019) showing that the variance of sales may vary systematically with the number of
observations over which it is computed. Finally, the country-time fixed effects, v,;, make sure
that the industry fixed effects, «;, are identified from deviations of sales dispersion from its
country-year means, and are not contaminated by time-varying country characteristics that
could affect sales dispersion uniformly across industries, e.g., by systematically inducing some

countries to specialize in high- or low-dispersion industries. After estimating (17), we retrieve

Qi
a_;”eg.contr. = exp (5) + 1.

Table 7 provides descriptive statistics on the estimated o;. For the median industry in

g; as:

our sample, the estimated elasticity of substitution equals 3.3 in the case of RW and 4.2 in
the case of reg. contr.. These numbers are in the same ballpark as the estimates obtained
in previous studies. For instance, across the industries in our sample, the median value of
the elasticity estimated by Broda and Weinstein (2006) using US import data across 10-digit

products for an earlier period equals 3.1.

APPENDIX C ADDITIONAL ROBUSTNESS CHECKS

In this section, we perform additional robustness checks on our decompositions and regres-
sions. In Table 8, we repeat the baseline decompositions reported in panels a) and b) of
Table 2 using alternative measures of concentration. In particular, we use the share of sales
by the top-3 or top-5 firms instead of the share of sales by the top-4 firms. The results are
very similar to the baseline decompositions, suggesting that the latter are not driven by the
measure of concentration.

In Tables 9 and 10, we repeat the regressions shown in Tables 4 and 5 using the log share

of sales by the top-3 or top-5 firms as the dependent variable. The estimated coefficients have
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Table 8: Decomposition of the Share of Sales by the Top-3 and Top-5 Firms

@ @ ©) @ ® © [0)
Aln s, (i, 0) —Alnn/ (i, 0) Alnn?,,(i,0) —Alnn?(i,0) Aln % ’ A](Jfgggczlﬁf-p)eal ’ Aver?g‘:}vgmpeal
a) Top-3 Firms (Decomposition by Country-Industry Pair)
-0.03 -0.26 -0.14 0.07 0.30 0.81 0.89
b) Top-3 Firms (Decomposition by Industry)
-0.32 -0.76 -0.45 0.10 0.80 0.79 0.90
c) Top-5 Firms (Decomposition by Country-Industry Pair)
-0.04 -0.28 -0.15 0.08 0.32 0.74 0.85
d) Top-5 Firms (Decomposition by Industry)
-0.28 -0.76 -0.40 0.10 0.78 0.66 0.82

Notes: Panels a) and b) report the decomposition of the share of sales by the top-3 firms in each country-industry pair and in each industry, respectively. Panels ¢) and
d) report the same decompositions for the share of sales by the top-5 firms. Reported figures are simple averages computed across all country-industry pairs (panels a
and c) or across all industries (panels b and d).

the same sign as the baseline estimates and are close to them in terms of size. This further

suggests that our evidence is robust to the use of alternative measures of concentration.
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Table 9: Correlates of Concentration across Country-Industry Pairs (Robustness Checks)

O] @ ©) @ ©) © @
a) Log Share of Sales by Top-3 Firms

Differences Differences Differences Differences Differences Differences Levels
A ln Average Sales 0.061 ¢ 0.078*** 0.076%** 0.076%**
[0.002] [0.002] [0.002] [0.002]
A ln No. of Firms -0.229%k -0.24 3¢ -0.2448¢ -0.205%%*
[0.005] [0.005] [0.005] [0.0006]
A In Average Price 0.022:%+ -0.049%xx - -0.039%% 0,051k
[0.005] [0.004] 0.004] 0.004]
Lagged In Top Share -0.225%%* -0.400%*
[0.012] [0.014]
In Average Sales 0.058%***
[0.001]
In No. of Firms -0.262%%*
[0.002]
In Average Price -0.012%%*
[0.001]
Country & Industry FE No No No No No Yes No
Obs. 8037 8037 8037 8037 8037 8037 20016
R2 0.07 0.23 0.00 0.34 0.39 0.51 0.73
b) Log Share of Sales by Top-5 Firms
Differences Differences Differences Differences Differences Differences Levels
A ln Average Sales 0057+ 0.070%* 0.069*** 0.070%**
[0.002] [0.002] [0.002] [0.002]
A 1n No. of Firms -0.203%%k -0.21 2%k -0.216%* -(.187%x
[0.005] [0.005] [0.005] [0.007]
A In Average Price 0.025%** -0.040%%* -0.033%k* 2004635
[0.005] [0.004] [0.004] [0.004]
Lagged In Top Share -0.152%K (), 3] 4kk
[0.015] [0.017]
In Average Sales 0.051***
[0.001]
In No. of Firms -0.233%k
[0.002]
In Average Price -0.012%%¢
[0.001]
Country & Industry FE No No No No No Yes No
Obs. 6310 6310 6310 6310 6310 6310 15728
R2 0.08 0.25 0.00 0.36 0.39 0.51 0.74

Notes. The dependent variable is the log share of sales by the top-3 firms in panel a) and by the top-5 firms in panel b). In the regressions
in columns (1)-(6), all variables are espressed in differences between 2002 and 2012; the regression in column (7) is estimated with all
variables in levels on pooled data by country and industry for the years 2002 and 2012. The standard errors, reported in square brackets,
are robust to heteroskedasticity. ***, ¥, *: denote significance at the 1%, 5%, and 10% level, respectively.
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Table 10: Correlates of Concentration across Industries (Robustness Checks)

0 ® o @ 5 ©
Log Share of Sales by Top-3 Firms
Differences Differences Differences Differences Differences Levels
A In Average Sales 0.322%%% 0.364%%* (0.352%%
[0.031] [0.036] [0.035]
Aln No. of Firms -0.262%%* -0.236%r* -0.233%xk
[0.049] [0.052] [0.054]
A In Average Price 0.209%** -0.276%x* -(.23 5%k
[0.080] [0.084] [0.081]
Lagged In Top Share -0.253 k%
[0.058]
In Average Sales 0.204*+*
[0.015]
In No. of Firms -0.291%%*
[0.010]
In Average Price -0.079%%%
[0.017]
Obs. 364 364 364 364 364 730
R2 0.22 0.05 0.02 0.27 0.30 0.59
Log Share of Sales by Top-5 Firms
Differences Differences Differences Differences Differences Levels
A In Average Sales 0.282#% 0.310%** 0.306%+*
[0.025] [0.030] [0.029]
A In No. of Firms -0.227%¢k -0.185%* -0.188%x*
[0.044] [0.048] [0.049]
A ln Average Price 0.178%%* -0.218%xk -0.200%*
[0.064] [0.068] [0.067]
Lagged In Top Share -0.144%¢
[0.058]
In Average Sales 0.184xkx
[0.013]
In No. of Firms -0.273%**
[0.009]
In Average Price -0.071#¢%
[0.015]
Obs. 360 360 360 360 360 724
R2 0.24 0.05 0.02 0.28 0.29 0.64

Notes. The dependent variable is the log share of sales by the top-3 firms in panel a) and by the top-5 firms in panel b). In
the regressions in columns (1)-(5), all variables are espressed in differences between 2002 and 2012; the regression in
column (6) is estimated with all variables in levels on pooled data by 4-digit industry for the years 2002 and 2012. The
standard errors, reported in square brackets, are robust to heteroskedasticity. *#*, ** *: denote significance at the 1%, 5%,
and 10% level, respectively.
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